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Preface

This book contains a selection of papers accepted for presentation and discussion at
the 2021 World Conference on Information Systems and Technologies
(WorldCIST’21). This conference had the scientific support of the University of
Azores, Information and Technology Management Association (ITMA), IEEE
Systems, Man, and Cybernetics Society (IEEE SMC), Iberian Association for
Information Systems and Technologies (AISTI), and Global Institute for IT
Management (GIIM). It took place online at Hangra do Heroismo city, Terceira
Island, Azores, Portugal, March 30–31 to April 1–2, 2021.

The World Conference on Information Systems and Technologies (WorldCIST)
is a global forum for researchers and practitioners to present and discuss recent
results and innovations, current trends, professional experiences, and challenges of
modern information systems and technologies research, technological development,
and applications. One of its main aims is to strengthen the drive toward a holistic
symbiosis between academy, society, and industry. WorldCIST’21 built on the
successes of WorldCIST’13 held at Olhão, Algarve, Portugal; WorldCIST’14 held
at Funchal, Madeira, Portugal; WorldCIST’15 held at São Miguel, Azores,
Portugal; WorldCIST’16 held at Recife, Pernambuco, Brazil; WorldCIST’17 held
at Porto Santo, Madeira, Portugal; WorldCIST’18 held at Naples, Italy;
WorldCIST’19 held at La Toja, Spain; and WorldCIST’20, which took place online
at Budva, Montenegro.

The Program Committee of WorldCIST’21 was composed of a multidisciplinary
group of 309 experts and those who are intimately concerned with information
systems and technologies. They have had the responsibility for evaluating, in a
‘blind review’ process, the papers received for each of the main themes proposed
for the conference: A) information and knowledge management; B) organizational
models and information systems; C) software and systems modeling; D) software
systems, architectures, applications and tools; E) multimedia systems and appli-
cations; F) computer networks, mobility and pervasive systems; G) intelligent and
decision support systems; H) big data analytics and Applications; I) human–com-
puter interaction; J) ethics, computers and security; K) health informatics;
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L) information technologies in education; M) information technologies in radio-
communications; N) technologies for biomedical applications.

The conference also included workshop sessions taking place in parallel with the
conference ones. Workshop sessions covered themes such as healthcare information
systems interoperability, security and efficiency; user expression and sentiment
analysis; gamification application and technologies; code quality and security;
amalgamating artificial intelligence and business innovation; innovation and digital
transformation for rural development; automatic detection of fake news in social
media; open learning and inclusive education through information and communi-
cation technology; digital technologies and teaching innovations in COVID-19
times; devops and software engineering; pervasive information systems; advancing
eHealth through software engineering fundamentals; blockchain and distributed
ledger technology (DLT) in business; innovation and intelligence in educational
technology, evolutionary computing for health care; ICT for auditing and
accounting; and leveraging customer behavior using advanced data analytics and
machine learning techniques.

WorldCIST’21 received about 400 contributions from 51 countries around the
world. The papers accepted for oral presentation and discussion at the conference
are published by Springer (this book) in four volumes and will be submitted for
indexing by WoS, EI-Compendex, Scopus, DBLP, and/or Google Scholar, among
others. Extended versions of selected best papers will be published in special
or regular issues of relevant journals, mainly JCR/SCI/SSCI and
Scopus/EI-Compendex indexed journals.

We acknowledge all of those that contributed to the staging of WorldCIST’21
(authors, committees, workshop organizers, and sponsors). We deeply appreciate
their involvement and support that was crucial for the success of WorldCIST’21.

Álvaro RochaMarch 2021
Hojjat Adeli

Gintautas Dzemyda
Fernando Moreira
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Latent Impacts on Digital Technologies
Sustainability Assessment and Development

Egils Ginters1,2(B) and Emils Dimitrovs1

1 Riga Technical University, Riga 1658, Latvia
egils.ginters@rtu.lv, soctech@soctech.net

2 Sociotechnical Systems OU, Sakala Street 7-2, 10141 Tallinn, Estonia

Abstract. Technological developments ensure the well-being of society, but
unreasoned introduction can be detrimental to both society and the environment. It
is important for technology authors and investors to know whether the technology
will be accepted, adopted and used to reap the benefits of the financial resources
invested. The article deals with hidden impacts and unanticipated effects that can
influence the sustainability development of technology and assessment simulation.
Bayesian networks are proposed for risk evaluation of unanticipated effects.

Keywords: Sustainability assessment · Digital technology · Unanticipated risks
simulation

1 Introduction

The daily life of a society is determined by technologies, and practically all technologies
are digital today.Minor changes to the software can lead to fundamentally different func-
tionalities and new technology. These are significant differences and benefits of digital
technology development. Technology offers society a necessary and appropriate service
that enhances and/or ensures the well-being of individuals. One of the integrated param-
eters that determines intelligent customer choice is the sustainability of the technology.
From the customer’s point of view, it could be treated as the ability of technology to
successfully provide quality service at a reasonable price for the required period. This
means that the adopted technology does not conflict with other technologies, nor does it
cause harm to the environment and the user. However, the main sustainability parameter
for a technology author or investor is profit, but the social and environmental aspects
of technology use are secondary. The investors are interested in the customers using
the adopted technology for as long as possible while developing a new and improved
technology that is compatible with the one already used and ensures income continuity.
The government is interested in the taxes paid and public satisfaction, so social and
environmental factors dominate the assessment.

The sustainability of the technology can be evaluated using life cycle assessment
(LCA) methods based on three whales or three bottom line (TBL) called Business,
People and Environment. The set of methodologies provides a diverse assessment of the
impact of technology on the above segments. Currently, more than a hundred different

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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4 E. Ginters and E. Dimitrovs

sustainability assessment methodologies are mentioned [1], which are adapted to the
object to be assessed.

In most cases, these methods are used for large projects assessment and assume a
priori that the audience will use the technology. Sustainability assessment are based
on statistics, micro-analytical and system dynamics simulation, structural equation
modelling, public surveys/measurements and politico-economic conjuncture.

However, for authors of new technologies, especially startups working in private
business, one of the most important aspects is technology acceptance in society [2]. If
the technology will not be accepted, then it will not be adopted and used. Therefore,
engineers and business angels are primarily interested in acceptance issues, but their
attitude towards sustainability is still not serious [3]. Therefore, there are few integrated
sustainability assessment methodologies that include both acceptance and sustainability
assessment.

Acceptance forecasting still dominates in digital technology assessment and is based
on extensive surveys of potential audiences using such as TechnologyAssessmentModel
(TAM), Unified Theory of Acceptance and Use Technology (UTAUT) and others. The
main problems of these methods are the lack of interactivity and high workload. This is
especially important in the digital society, where the life cycle of ordinary technology
is shortening every year. Therefore, the developers of acceptance assessment method-
ologies try to reduce the proportion of potential audience surveys in the assessment by
using sophisticated solutions such as Rogers diffusion theory and others [4].

Some sustainability forecasting methods offer a static assessment in the form of a
sustainability index, which makes it possible to compare the sustainability of different
projects/technologies but does not provide an enough understanding of what this index
means. To enhance perception and transparency, the authors of Integrated Acceptance
and Sustainability Assessment Model (IASAM), use sustainability index measurements
in units that are comprehensible to the audience, such as skypes [4]. It offers not only a
peer review of new projects/technologies, but also a comparison of the sustainability of
individual projects against the Skype technology reference line. It also allows forecasting
of sustainability index development based on system dynamics simulation.

Assessing IASAM according to the classic TBL scheme of sustainability impacts,
70% of the assessment is related to Business, 25% - to People, but only about 5% of
the sustainability assessment forecast respects the impact on the Environment. Although
digital technology is not an oil and gas industry, it is in any case a serious shortcoming
of the IASAM approach. However, it should be noted that the impact on environment is
mainly related to latent and unanticipated factors.

Nowadays, sustainability assessment methods generally do not respect the hidden
values, incentives and other latent and stochastic factors that influence the use and further
development of the technology.

This means that the forecast of the possible development of the sustainability may
differ significantly over the life cycle of the technology and may shatter the initial
expectations.

The aimof the article and the related research question is to clarify the hidden impacts
and factors that technology sustainability assessment methodologies must respect in
order to provide a more accurate forecast. The results and conclusions of the work are
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based on the author’s diverse experience in various information technology projects,
holistic approach and detailed analysis of the previous projects consequences using
UTAUT and IASAM methodologies. The audience of the article can be the developers
of sustainability assessment methodologies.

2 Uncertainty Factors Influencing Sustainability Development

Traditionally, technology sustainability assessment has been based on specific visible
andmeasurable characteristics that predict the impact of technology on TBL segments. It
is assessedwhether the investmentwill be profitable,whether the societywill be satisfied,
and the environment will not be harmed. However, in the longer term, additional impacts
may emerge that could significantly change the initial sustainability assessment.

If we abstract from practically unpredictable risks, then the attributes of digital tech-
nology itself are important. Unfortunately, there is still no generally accepted paradigm
for this set of attributes. In the LIASAM project launched in 2020, the authors identified
six interrelated attributes of digital technology (AT ): Performance, Complexity, Uncer-
tainty, Evolutionism, Pervasiveness and Reliability. The set of attributes determines the
sustainability of each digital technology SusiT :

SusiT = f
(
Ai
T

)
(1)

The riskiest attribute is Uncertainty, which at the same time significantly affects
Reliability. The effect of the Uncertainty attribute on the People and Environment in
the TBL model can be critical. Unfortunately, the assessment of Uncertainty Ai

T (U ) is
challenging as the factors are usually latent and hidden:

Ai
T (U ) = 〈DI ,UE,AF, SD,UU ,UC,DU , I〉 (2)

where {DI} - Determined and systematic impacts, {UE} - Unforeseen stochastic
effects, {AF} - Age dynamics factor, {SD} - Technology self-development, {UU } -
Unexpected use, {UC} - Unanticipated consequences, {DU } - Dual use technologies,
{I} – Incentives.

Uncertainty influencing factors can be determined, stochastic, external, or embedded
in the technology itself.

Determined and Systematic Impacts (DI). Events and impacts that are clearly pre-
dictable and will occur over a longer period.

It is clear, that ambient temperatures are rising unevenly and heterogeneously. The
same time resources of minerals, including fossil fuels, is declining. The above factors
promote further development of green technologies. Of course, only if these technologies
are really green.

The intellectual capacity of technologies is increasing day by day because human
labour becomes more and more expensive. For example, the Artificial Intelligence (AI)
software market forecast from 2018 (USD 10.1 billions) promises a significant increase
in 2020 to USD 22.59 billion, but if current trends continue, the AI software market in
2025 may exceed USD 126 billion [5].

Similarly, there is no doubt about the growth of the wireless technology market as
wires become more expensive, but ether splitting is just a political decision.
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Unforeseen Stochastic Effects (UE). Events and effects that are not expected during the
initial assessment of sustainability and are independent of technology evaluated.

For example, the Covid-19 pandemic imposed significant restrictions on the move-
ment of people but did not reduce the need for social and labor contacts. As a result,
remote access technologies experienced unexpectedly rapid development. The number
of users of the Zoom communications platform increased 30 times, while market cap-
italization reached USD 48.78 billion. The Zoom platform sustainability development
experienced an exponential leap [6]. It is expected that the market for other assistive,
augmented and virtual reality technologies and 3D printing will also grow significantly.
The question remains whether the technology sustainability assessment model can pre-
dict such a grandiose impact. This could be very difficult, however the assessment of
smaller stochastic impacts [7] could be possible.

Age Dynamics Factor (AF). The effect of age group changes on technology acceptance,
adoption and use.

Digital technology acceptance research conducted in 2020 showed a significant
impact of the age factor [8]. A group of several impacts related to the age of the user
was identified: welfare, demand, complexity solving ability and busyness. At a young
age, user well-being depends on parental funding, but the best opportunities to invest in
technology are achieved in middle age. However, in retirement age, these opportunities
are declining again. In turn, the trend of desire and need for technology is different. Ini-
tially this desire is growing very rapidly, but at the stage when the potential user reaches
the peak of his well-being, the desire to use technologies decreases. However, with the
deteriorating of health and physical condition, the current needs for the use of technolo-
gies are growing again. The complexity solving ability trend is like the welfare curve,
however, it is more shifted to the user’s youth period. Upon entering a routine, com-
plexity solving ability gradually decreases. This factor is very important because digital
technologies are changing very fast, which inevitably creates feedback and impact on
the development of society. New concepts and digital habits are emerging, even changes
in thinking influenced by societal technologies. Authors of new technologies usually
create technologies for their generation. They may not even be able to create new digital
technologies that are suitable for either the previous or the next generation, because the
authors have different understandings. The complexity solving ability of an individual
is very important especially for the previous generation, because the ideas embedded in
the new technology are not taken for granted. An important factor is busyness. Has the
user enough time to learn how to use the new technology? If there is enough time in the
early youth and retirement years, then at the beginning of the career a user is busy.

The resulting digital technologies acceptance curve [8] reflected a nonlinear rela-
tionship between the human age and technologies acceptance, adoption and use. The
observed changes in acceptance could reach more than 60% of the highest measurement
value during user’s lifetime. This means that the assessment of the sustainability of the
digital technology must anticipate changes in the age dynamics of the potential audience
along the life cycle of this technology.

Technology Self-Development (SD). Specific attributes of technology that determine the
possibilities of it further development and successful improvement.
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It is determined by different factors. The existence of talented and persistent design-
ers, for example, because funding without an idea can only provide quantitative results.
An important factor is the openness of the technology (open source, standardized inter-
faces and communication protocols) and the modular design (Arduino), which, as in
the LEGO game, can transform and improve technology with minor investments. One
more requirement is the intellectual capacity of the technology, which is determined by
built-in self-diagnostics and reconfiguration options. A critical moment is approaching
when users will say “Stop” to big software business sharks, because the user is tired
of the ever-increasing and pointless cost of repairing’s and upgrading’s. Even if these
fixes are free like MS Windows, then the number of updates and patches is increasing
but the user must pay for the traffic and delay of work. To put it mildly, from the end of
2015 to the autumn of 2020, there have been 10 different versions of MS Windows 10,
with a total of more than 837 different changes (263 builds and 574 patches) that have
desperately tried to creep in the user’s computer [9].

It is expected that soon technologies incorporate AI cognition capabilities and be
able to generate new functionalities without assistance of providers that would be a
significant contribution to digital technologies sustainability development.

Unexpected Use (UU). A situation when the purpose of technology development is
different from the further application of the technology.

One of the typical examples that has changed the habits of the society is the audio
signal encoding format - MP3, which got its name in 1995. In 1982 for doctoral student
Karlheinz Brandenburg [10], who was studying at Ilmenau Technical University, his
supervisor formulated interesting topic of the research. The essence of the task was
to develop compressed encoding of audio signals in order to reduce data transmission
traffic on ISDN telephony channels. The scientist was very persistent, and the new
technology emerged that revolutionized data storage, portability,mobility and streaming.
MP3 destroyed the traditional music records industry and created the conditions for
convenient P2P record sharing.

When starting to develop the technology, such application results did not appear
to anyone even in a dream. Unexpected use factors are like external stochastic effects,
nevertheless they are more dependent on the technology itself.

Unanticipated Consequences (UC). Positive or negative additional effects of technol-
ogy that were hidden during the development and implementation of the technology but
become significant during the technology life cycle.

Modern systems are complex, so all possible effects are difficult to predict [11].
Unfortunately, these side effects are sometimes deliberately ignored.

Mankind is developing green technologies, such as electric vehicles (EV), with good
intentions. A fight has been announced to reduce pollution and against the greenhouse
effect. Carmakers are rapidly abandoning diesel engines, and countries are subsidizing
the use of EV in cities. Bloomberg [12] has estimated that the EV market is growing
by around 60% each year, reducing the cost of batteries and making them more energy
intensive. The forecast revealed that in 2040 around 35% of all new cars will be electric.

The new EVs do not spoil the atmosphere, their quiet movement reduces noise in
the city. Unfortunately, these positive effects have their downsides. Electricity must be
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generated and stored. Energy and heat production industry is one of the most environ-
mentally harmful sectors related with CO2 emissions in the EU28. A situation may arise
when green vehicles are shifting emissions off roads onto power plants only.

Lithium, cobalt, nickel, manganese and other elements are required to produce EV
batteries. Between 2017 and 2027, EV-initiated demand for lithium-ion batteries is
expected to grow by about 11% each year, while the total market size in 2027 will
reach about USD 41.1 billion [13]. Lithium is extracted from two sources: brines and
hard rock mining. The largest deposits are in Australia, Chile, Argentina, Zimbabwe,
Tibet and China. Lithiummining emits large amounts of emissions and has serious foot-
print. The mining process of brines requires extensive amounts of water, which causes
aquifer depletion and makes the environment a desert. About 1900 tons of water are
needed to produce 1 ton of lithium [14].

The Fraunhofer Institute for Building Physics estimated that the energy consumption
forEVproduction is twice that of a conventional one.Themain reason is the productionof
batteries and the disposal of waste batteries [15]. Batteries are not rubber tires, the ridges
of which mainly create an unpleasant aesthetic effect. The disposal of used batteries is
expensive and toxic to the environment. One can try to trick households into using second
hand EV batteries to store electricity from solar panels, thus putting future problems in
the hands of happy new owners. Of course, battery treatment and re-use is possible
because EV batteries are recyclable. However, the cell recycling is very complicated
because the electrolyte is flammable, explosive and toxic. Unfortunately, in the case of
EV, a significant proportion of used batteries are either sent to landfills or stockpiled
and stored. Respecting that more than 1 million EVs had already been sold by 2017,
“…researchers in the United Kingdom calculated that 250,000 metric tons, or half a
million cubic meters, of unprocessed battery pack waste will result when these vehicles
reach the end of their lives in about 15 to 20 years - enough to fill 67 Olympic swimming
pools” [16]. This is a large amount of toxic waste and someone will have to pay for
disposal someday. This could be a classic example when initially good and green EV
technology may not be realistically sustainable over time due to various completely
unanticipated consequences.

Dual Use Technologies (DU). A situation when the technology is designed to achieve
the basic goal, but the additional benefit is clearly visible and planned.

A typical example is cogeneration or combined heat and power (CHP), where the
main task is to produce heat for heating systems in larger buildings where a heat carrier,
such as water, circulates. The water is usually heated by burning fossil fuels or renew-
able resources such as wood chips, biogas, etc. However, when the temperature is high
enough, the water turns into steam, which can spin an electricity generator connected
to the steam turbine. It can directly generate alternating current, which does not require
additional storage in the batteries and modification. Electricity generation is an added
value of cogeneration technology, which significantly increases the sustainability. If heat
and electricity are produced separately, the efficiency of heat production is about 55%,
but when both benefits are obtained at the same time, the efficiency reaches 87% [17].

Incentives (I). The characteristics of the technology that contribute to the expansion of
its market, offering ever new options.
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The 1980s saw the emergence of the first cellular mobile phones that copied ana-
logues telecommunications capabilities, but a decade later the first GSMmobile phones
emerged. Installation andmaintenance costswere reducedbecause nowireswere needed.
It began the irreversible wireless telephony victory march. Initially in GSM telephony an
option of alphanumeric message (SMS) sending inherited from pagers has been added
just for experimental purposes. However, cellular technology had good opportunities for
self-development: openness and modularity. Protocols and batteries evolved, graphic
screens appeared, and buttoned cell phones were replaced by smart phones with touch
screens. Today the current development and competition of smart phones is based on
incentives. With each new smart phone the user gets additional options: movie chan-
nels streaming, versatile games, AI based schedule planning, social media and networks
access, bank accounts management, cloud storage of data, language translation, naviga-
tion, objects recognition, labels scanning and so on. PRNewswire [18] data show that
the global smartphone market compound annual growth rate (CAGR) is 7.05%. It is
expected that the market will increase from USD 179,972.89 million in 2018 to USD
290,098.28 million by the end of 2025.

This is an example when a user being purposefully encouraged to continue using the
technology and purchasing more and more new gadgets and services, paying for it with
a loss of privacy. Perhaps that the society has only a short step to mobile phone implants,
because the human body is a wonderful battery to operate the phone 24 h a day.

3 Uncertainty Modelling in Sustainability Assessment

The above suggests that the group of uncertainty factors may be broader, but the set
Ai
T (U ) can be mentioned as one of the most significant factors which rise risk R(p, t)

with a possible probability p at time t that influences sustainability development of
assessed digital technology:

Ai
T (U ) ⇒ Ri

T (p, t) (3)

A major problem is fuzzy and latent effects proportion assessment in sustainability
forecasts. The result will be subjective, as new technologies do not have historical data
and must rely on comparisons with similar technologies, which are not accurate enough.
In addition, the factors have a high stochastic component, so even the presence of time-
line data does not promise anything good. However, efforts may be made to reduce
subjectivity through risk assessment.

One possible solution is Bayesian networks (BNs), which are widely used in AI
and expert systems. Unlike neural networks, Bayesian direct acyclic graphs show real
relationships and links between events rather than basing them on the execution of
certain rules. The approach allows the causes of events to be explained because it pro-
vides reasoning in the opposite direction from the result to the start cause, which is
usually not allowed by rule-based theories. Random variables are usually described by
Boolean values, where the possible probability of each value is calculated. The proba-
bility of occurrence of each subsequent child (A) event in the network is influenced by
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the probability of occurrence of the related parent (B) events. The use of BNs provides
quantification of risks and risk handling under conditions of uncertainty.

One of the software tools that can be used for risk modelling and latent effects risk
probability assessment is AgenaRisk, which includes sophisticated algorithms to cre-
ate complex system uncertainty models. AgenaRisk [19] is based on the creation of
probability tables and visual risk maps that represent causal relationships and support
both diagnostic and predictive reasoning about uncertainty. This approach allows rep-
resentation of expert judgment using subjective probability and construction of hybrid
models containing discrete and continuous uncertain variables. However, if sustainabil-
ity researchers are not afraid of math and programming, then BNsmodelling capabilities
are also available in PyMC and other Python based applications.

Eight years ago, a group of authors developed the first version of the IASAMmethod-
ology [20], which included an acceptance phase as an integral component of sustainabil-
ity assessment. The IASAM sustainability index ismeasured in skypes to ensure intuitive
project evaluation capabilities. The IASAM index has a breakdown in four groups with
0.25 points deviation. First group is problematic, but upper group technology is reason-
able for investments. Technology sustainability development SusiT (t) is specified as the
interaction of four streams:

SusiT (t) = SusiT (t − dt) +
(
Accept.iT + Manag.iT + QualityiT + DomainiT

)
∗ dt (4)

Flow dynamics are determined by sets of relevant factors: AcceptanceiT flow (12
factors),MangementiT (22 factors), QualityiT (18 factors) and DomainiT (7 factors).

Uncertainty risk assessment options provide an opportunity to improve the IASAM
model and determine that:

�SusiT (t) = SusiT (t − 1) + Ri
T (p, t) (5)

As a result, sustainability development assessment can be implemented as a closed
loop approach based on observations feedback (see Fig. 1). The application of feedback
allows to perform estimation error correction �SusiT (t) during the life cycle of the
technology.

The results of risk assessment scenarios are displayed in the formof a boxplot, adding
risk colour codes: high, relevant, low, minor. Used visual trend analytics facilitates risk
monitoring capabilities.

The LIASAM risk assessment demonstrator is developed and verified according to
themodel described above. Unanticipated effects analysis and their share of the common
risk assessment is still ongoing. Therefore, the demonstrator is designed as an open
and modular structure in order to ensure risk assessment network links and weights
configuration options. Delphi methods and comparison with similar risk assessment
methods will be used to validate the LIASAM approach.

The advantages of the proposed approach are correction possibilities and higher
accuracy of the sustainability development forecast respecting unanticipated impacts of
digital technology.
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Fig. 1. BPMN2 swimlane of sustainability assessment simulation loop control system.

4 Conclusion

The sustainability assessment of the digital technologies or IT projects is difficult, as it
depends of many cross related and stochastic factors.

No less important is the assessment of the dynamics of sustainability development
along the life cycle of technology.Amore accurate sustainability forecast allows technol-
ogy authors and investors to plan financial flows in a timely manner. In turn, comparing
the sustainability of projects is particularly important for policy makers and crafters who
spend taxpayers’ money. Comparable quantitative forecasts reduce the potential risks of
corruption in public procurement.

The authors of the article analysed the essence one of the attributes of digital tech-
nology - Uncertainty, which significantly affects the People and Environment part in
the sustainability forecast. A set of unanticipated factors affecting this attribute was
described. Unanticipated factors are mostly stochastic and heterogeneous, and their
effects are latent. In addition, these factors are hidden during the initial sustainability
forecasting. Therefore, it is very important to assess the risks of unanticipated effects
from the beginning, as well as to continue monitoring them during the use of digital
technology.

The LIASAM project concept is based on a modified Integrated Acceptance and
Sustainability Assessment Model (IASAM) and probabilistic Bayesian acyclic graphs
use. Using the risk assessment network, the impact of unanticipated factors and the
sustainability adjustment are calculated, which refines the forecast of the sustainabil-
ity of digital technology. Unlike most other sustainability forecasting methodologies,
LIASAM provides an interactive and quantitative self-assessment option. The results
of the research can be important for both technology authors and investors, because
this approach ensures an assessment of the sustainability even before the technology
development begins.
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Furtherworkwill be relatedwith the validation of the proposed concept, using data of
already implemented projects and introduced technologies.Machine learning algorithms
will be developed to assess the weight of the factors that determine each specific risk.
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Abstract. During the aging process, the elderly can experience a progressive
and definitive deterioration in their gait, especially when they have neurological
disorders such as Alzheimer’s disease. Effective treatment requires accurately
assessing these issues in mechanical stability, the muscular-skeletal system, and
postural reflexes. For Alzheimer patients in particular, gait analysis represents
an important method for determining stability and treatment, which is the key
objective of this investigation. Thus, this article describes the creation of a dataset
on the walking gait, focusing on the distance covered by the patients and the angle
of their legs as registered by a Kinect device. All patients were examined at a
recognized center for elderly care in the canton of Ambato, Ecuador. We worked
with a population of 30 Alzheimer patients whose ages ranged between 75 and
89 years old. The retrieved numerical data were processed with Diffused Logic,
which, when based on a series of rules, can determine the instability and stability
of a patient with a neurological illness. As a result, it was possible to create a
dataset that included numerical values of the walking distance for each patient.
This information will be important to future health care research, especially for
physiotherapists and pose estimation.

Keywords: Alzheimer · Fuzzy · Kinect · Walking gait

1 Introduction

The ability to walk is an important characteristic in human beings. These movements
enable one to move the upper part of the body, like the arms and the head, and to
carry out daily activities. In [1], ADI (Alzheimer’s Disease International) and the WHO
(World Health Organization) define the elderly as those who are 60 years old or older
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and sensitive in relation to the motor skills that they use on a daily basis. This definition
implies that the elderly experience displacement when walking while trying to main-
tain their posture—thus leading to the intervention of the bones, articulations, tendons,
muscles, and the brain. As the article written by [2] explains, Kinect is able to detect
the human skeleton in motion, recognize it, and position it on a plane. Technologies
like Deep Learning have enabled us to work with Depth YOLO and Decision Maker to
obtain adjusted skeletons to reality. The results show that Kinect offers low coverage of
skeleton information (61.73%). However, Depth YOLO improves this performance by
72.36%, because it does not need the whole body to extract the position of the articu-
lations. At 80.60%, Decision Maker enables one to further increase the detection of the
extracted skeletal structure and show body recognition coverage.

The article written by [3] presents a technological approach to fall prevention using
RGBD devices as experimental systems (ES) that capture the movements of patients
who live at home and are only intermittently visited by a physiotherapist. For this rea-
son, Microsoft Kinect is a reliable and appropriate device to conduct the Functional
Reach Test (FRT), which is used to therapeutically measure equilibrium—thereby help-
ing notably with diagnosis. The results show an absolute average difference of 2.84 cm
(±2.62) via a Student’s t-test, indicating that a significant statistical difference does not
exist.

Author [4] described the cognitive and physical activities of elderly people with the
aim of carrying out an analysis of their walking patterns using cluster algorithms based
on a dataset collected by Kinect. This focus is connected to the CAC brand (Controller
Application Communication) application, which can transmit skeletal packages and
RGB information to the physical system. The study’s results show that the DBScan
grouping algorithm can be applied with success to the location data collected by Kinect.

Author [5] details the following procedures for the Kinect sensor, which should be
followed during authentication: 1) Inputting words using speech recognition, 2) intro-
ducing passwords using the position of any part of the human body, 3) initiating keys
using the posture of the human structure, 4) longitudinallymeasuring the skeleton, and 5)
validating access using physical keys, such as a printed card with the required informa-
tion. These procedures incorporate three categories of keys using physical and biometric
data, making the Kinect system more reliable, less complex, and able to detect both the
voice of the patient and the distance of their movements, among other data. The results
show the importance of shoulder measurements, with a minimum threshold of 9 cm
needed to identify the patient and to determine which biometric method is the most
appropriate.

The articlewritten by [6] emphasizes the sequence of an individual’s gait as a relevant
characteristic to biometrics. A preliminary study was focused on biometrics based on
the way a person walks, particularly five articulations of the axial skeleton that can
differentiate two people while they move. The results are presented in coordinates (x
and z). An analysis of variance (ANOVA) produced values lower than 0.05 for the neck
and the head, indicating the validity of the Kinect. However, for the vertebral column,
the middle column, and the shoulder blade, the figures were approximately 0.05, 0.048,
and 0.047, respectively.
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The research carried out by [7] shows the importance of monitoring and providing
medical care to the elderly. New vision technologies using computers and image process-
ing techniques have been relevant to this type of research, including three-dimensional
(3D) depth sensors such as Microsoft Kinect, which can trace skeletons that work with
articulations and contextualize the bodies in the temporal space of the activities that are
carried out.

The mathematical focus of this study is based on the euclidean distances by
Minkowski and Cosinos regarding distances between 3D articulations. This dataset was
processed through an algorithm based on extremely random trees usingMicrosoft MSR,
3D Action, and MSR Daily Activity 3D. The results demonstrate that datasets can con-
tribute to the efficiency of monitoring systems in various contexts, such as when it is
possible to apply three series of movements: Action 1 with an average of 89.99%; Action
2 with 92.18%; and the overlapped Action with 80.92%. The biggest of these averages
supports different activities within an established context.

The research carried out by [8] highlights the importance ofKinect to pose estimation
procedures and monitoring human movements in various contexts, such as in the field
of physiatry. With this technology, one can evaluate displacement in patients of various
ages. The results show that virtual rehabilitation in synchronization with other methods
are adequate for these purposes. Specifically, the precision of the biometric estimates,
the reliability of the position of the articulations, and the angles among the segments
of the skeleton show a Pearson coefficient of 0.93 for the right leg, 0.90 for the left
leg, and 0.99 for the back—thus demonstrating a strong correlation to the angle of the
back. The articulation was 99% for a threshold of 5° and 100% for threshold values of
7.5°, 10°, and 15°. These findings confirm the effectiveness of this system under certain
conditions.

An articlewritten by [9] also studied the elderly and their performancewhile carrying
out daily physical tasks within a pre-determined context with the purpose of discover
anomalies in their activities, showing that new technologies facilitate the evaluation and
quality of this research. For example, computerized vision systems can be utilized to
detect skeletal neuromuscular disturbances captured by Asus Xtion PRO, the Microsoft
Kinect Depth camera. The study’s probability model classified the tests as “normal” and
“abnormal”. Regarding the quality of the displacement, a linear regression analysis was
used. The evaluated performances corresponded to the simplest tasks, such as sitting
down, stopping, walking, and walking up and down stairs. The results have generated a
new field of research in automatic medical monitoring processes in the home, where it
is shown that the average plus the standard deviation has a variation from 0.56 to 0.79
for all the executed actions.

Research paper [10] discusses postural stability in Alzheimer patients who develop
a mental disease that progresses in an unalterable way. In this study, the patients had
an illness level classified from a medical point of view as being slight to moderate and
that had reduced their static and functional balance. The patients also experienced other
dysfunctions, such as inattention while carrying out two activities at the same time and
a loss of visual information, which are key factors in postural instability. The results
show that the Alzheimer patients had worse scores on a performance-based mobility
assessment than healthy patients (P = 0.01). Moreover, the sub-analysis did not show
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significant differences between the healthy participants and those with light Alzheimer’s
(P > 0.05).

In this article, the authors propose a preliminary study into the angle, distance, speed
of the walking gait among other parts of the body of Alzheimer patients. The process
is focused on three stages: the first stage is to install software to communicate with the
Kinect device; the second is to detect the patient’s skeleton using Kinect; the third is
to capture the walking gait to obtain the data that are required for the research. In the
following sections, these procedures are further detailed.

This article is structured as follows. Section 2 explains the methods and materials
used in this work. Section 3 describes the process for obtaining the data and the proposed
model for the detection of the skeleton of Alzheimer patients. Section 4 presents the
results of this study. Finally, Sect. 5 provides the conclusions of the study and describes
future lines of investigation.

2 Methods and Materials

In the following section, the materials and techniques used to develop an algorithm to
detect a walking gait are described.

2.1 Methods

Themethod usedwas based on the skeleton detection and articulation coordinate systems
for SDK Kinect, which are described in [7]. Microsoft Kinect, which can focus on
skeletons by describing the temporal-spatial aspects of a sequence of human activities,
was used.

Author [11]mentions the relationship between computer vision and the identification
of a person’s gait. These technologies can be used in several technical or scientific fields
to identify individuals by the way they walk and to obtain results according to the
researcher’s needs.

The skeletal system in Kinect shows 20 positions in 3D space: one for each artic-
ulation of the human body, as seen in (see Fig. 1). The points of interest are the mid
hip, knee, left foot, and right foot, respectively, for determine the values related to the
angle, speed, and distance of the patient’s walking gait. In [12], the author describes
the structure of local articulations and the locations of the parts of the body in those
20 positions. Only 13 are selected, which include the head, the middle of the shoulder,
mid hip, right shoulder, left shoulder, right elbow, left elbow, right hand, left hand, right
knee, left knee, right foot, and left foot.

The study carried out by [13] used Kinect to measure the gait and the static body dur-
ing passive activities and determined novel characteristics with respect to gait movement
and distance. Which are comparable with anthropometric qualities.

In the proposed study, the Kinect device and its representation in code lines are used
to measure certain points of interest on the skeletal in the AnkleLeft (left ankle) and
AnkleRight (right ankle), allowing one to determine the coordinates x and y. In turn,
their distances can be calculated by a function that has two input parameters (left foot,
right foot), returning a figure in millimeters. Similarly, the angle can be calculated with
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Fig. 1. The Kinect skeletal structure

three input parameters (right knee, left knee, and hip), with the resulting value expressed
as a grade. The obtained results are then stored in a text file with referential information,
such as the date, hour, angle, and distance.

This data was collected in elderly care centers in an area dedicated for this activity.
The Kinect software generated a text file that signaled the beginning of the data process-
ing stages: the collection of data and the preparation of the data with the information
that one would work with, such as angle and distance. Once the data is clean, one can
process the data in Matlab Fuzzy Logic Toolbox—thereby obtaining the desired results
for analysis.

The criteria to measure the distance between the individual and the Kinect device is
represented by the vector of Euclidean distance, as shown in Eq. (1). In [14], the authors
refer to Kinect measurements of Euclidean distance patterns that are dependent on the
time involved in the movements. These values allow one to calculate simple structures
and even the positioning of body parts.

d =
√
x2 + y2 (1)

The longitude of a vector in a 2D space is calculated with Eq. (2). This characteristic
vector represents the distance between one articulation and another. In [15], the Kinect
device is used to apply the plane detection technique, which calculates a step using the
Euclidean distance of the ankle to the independent floor and of the individual to the
Kinect device.

d =
√

(xa − xb)2 + (ya − yb)2, (2)

where xa, ya and za represent the coordinates x, y, and z of the “A” point, respectively.
The characteristics, such as the longitude of a step, can be calculated using the Eq. (2)
[11].

The distance traveled is shown in Eq. (3), where the horizontal longitude is deter-
mined between the left ankle and the right ankle. In [16], it is shown that the gait cycle
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completes after three steps, beginning with 1) the position of the foot at rest, 2) then
continuing as the right foot moves forward to rest, 3) and finishing when the left foot
moves forward to rest.

d = (
XAnkle Left − XAnkle Right

)
(3)

Table 1 shows the angles of the legs and referential step distances as the Alzheimer
patients walked. In [17], the grades of the inferior extremities of the body are supported,
while in [18] one justifies the cycle of human walking patterns. To determine the risk of
an elderly person falling, it is important to know and to evaluate the patient’s equilibrium
and walking pattern with the Tinetti scale [19] which is for gait and balance assessment.

Table 1. Bands to determine normal walking in Alzheimer patients

Unstable Stable Unstable

Min Max Min Max Min Max

Angulo de
las Piernas

0 24 25 30 31 38

Distancia
de Paso

0 24 12 36 24 50

Based on the data in Table 1, where the minimum and maximum ranges of an
individual’s steps are presented, we established the values of the stepping distance that
are described in Table 2, namely those that were obtained with the Kinect device.

Equation (4) shows the function of ownership or membership, which refers to the
part of the theory of a series where the grade in which each element of a given universe
belongs to this group is indicated. In other words, the function of ownership of series A
in universe X will be as follows: μA(x) → [0,1], where μA (x) = r. If r is the grade in
which x belongs to A and the value is 0, there is no ownership; if the value is 1, there is
ownership [20].

f (x; a, b, c) = (max(min

(
x − a

b − a
,
c − x

c − b

)
, 0) (4)

A diffused pattern is defined by the function of ownership or membership denomi-
nated as UA(x), which indicates the grade in which variable x is included in the concept
represented by the label A

(
a ≤ UA(x) ≤ 1

)
. Specifically, we are using the function of

Eq. (5).

UA(x) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0 si x ≤ a
x−a
m−a si a < x ≤ m
b−x
b−m si m < x ≤ b
0 si x ≥ b

⎫
⎪⎪⎪⎬
⎪⎪⎪⎭

(5)

Similarly, the triangular characteristic function (a; a,m, b) shown in (see Fig. 2) was
used for its mathematical simplicity and manageability. It is defined by limits inferior
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to a, an inferior limit b, and an m value where a < m < b the [a, b] is the level of
confidence of the diffused triangular number (a,m, b).

Fig. 2. The triangular function

This information allows one to describe the development of a diffused model, which
is defined by the diffused control or Mamdani inference [21] and based on the following
series of steps: the fuzzification of the input variables, the evaluation of the rules, the
aggregation of the outputs of the rules, and the de-fuzzification of the linguistic variables
of the inputs (grade, distance, angle, hip, head, shoulder) and outputs (Unstable/Stable).
These values are represented by the diffused groups.

With regard to fuzzification, the values of the input variables were 45.35 for distance,
8.03 for the angle, 18 for the waist, 11 for the head, 17 for the shoulder. These variables
were also given three labels: low, moderate, and high.

During the evaluation of the rules, one takes into consideration the previously
inputted values. This step was applied to the nine proposed diffused rules. As there
are various previous examples, one should use the AND operating system, as shown in
Table 2. To evaluate the operating system on a habitual basis, one uses the minimum
standard T-norm UA∩B = min [UA(x), UB(x)].

Table 2. Rules using the AND operating system

Rule 1 If (leg angle is low degrees) AND (distance steps are medium) and (head is high)
then (unstable/stable is stable)

… …

Rule 15 If (Head high) AND (Low shoulder) and (Middle hip) Then (Unstable/Stable is
Unstable_Posterior)

Aggregating is the process of unifying the outputs of all the rules implicit in the
model, including the functions of the pertinence of the distance, angle, waist, head, and
shoulder of all the subsequent variables combined, which are used to obtain a unique
diffused series as a stable/unstable output variable.

De-fuzzification is the final step, duringwhich one takes an input from the previously
obtained diffused series to give an output value. Further details are determined in the
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results section. Furthermore, in (see Fig. 3), the relationships of the functions that were
applied with Matlab Fuzzy Logic Toolbox are presented.

Fig. 3. Simulink implementation of the gait detector with Kinect

During the application of this diffused control, various tests were carried out with
diverse Alzheimer patients. The findings are presented in the results section.

In Table 3, the data from the investigation is presented, including where one can
observe the data obtained with the Kinect device. In [17], details of the ranges of move-
ments of the articulations are described. In [22], the values of each trajectory are identified
(flexion angle), along with the angular speed for several sub-phases of the cycle of the
human gait. To calculate the averages of the articular angles in [23], a speedometer was
used, which allowed one to estimate the angle of the hip, the knees in static posture,
and the dynamic angles that were obtained with the segmentation of the articulation in
Kinect.

In [24], the exercises applied to the Alzheimer patients regarding their balance,
strength, and coordination during daily activities, including getting up, walking, and
sitting down, are listed. Other factors, such as speed and temporal space variables, are
described in [25] and [26], respectively. This information includes the number of steps
at a specific pre-determined time that an elderly person makes when he/she walks at a
spontaneous speed. This process is called step cadence, which describes the minimum
and maximum values for the patients who were between 60 and 80 years old. In [27],
important approaches related to the longitude and width, step cadence, longitude of the
stride, stepping time, stride, support, balance, and stepping speed of the elderly with
range limits are described. as shown in Table 3.

2.2 Materials

The present study contains data for 30 Alzheimer patients, including 15 men and 15
womenwhose ages ranged from 75 to 86 years old among the men and 75 to 89 years old
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among the women. The progressive illness of the patients impacted their step. According
to [28], the gait step is a basic cognitive action that is altered during the first stages of
neuro-degenerative dementia. These patients were selected by clinical psychologists
because they fulfilled the neurological criteria to carry out the stepping procedure.

The procedure required specific equipment, including a portable device and an exter-
nal Kinect application for Windows. In addition, we used Visual Studio 2019 and.NET
languages, such as C#, that are compatible with Microsoft Kinect.

In the following section presents the development of the model to the research
proposal.

3 Development of the Model

The proposed model has a practical focus: to capture the human skeleton, recognize it,
and position it in a digital plane to generate the skeletal form of Alzheimer patients.

A succession of activities are required to detect the human body. First, the Kinect
device, while managed by Kinect computer software, establishes the patient’s location
coordinates on the digital plane (x and y) to an approximate longitude of 3 m. Then,
during the recognition process, the skeleton form is visualized on the human structure.
Generating the stepping movements can subsequently provide the distance, angle, and
location points of the steps, as shown in (see Fig. 4). In [29], the distance between the
Kinect and the participant was 2.5 m, the height of the Kinect sensor was 0.7 meters,
and the angle of the Kinect was 0°.

The axis for coordinate x was selected because of its orientation to the coronal
plane of the body [30] and because of the sagittal orientation of the body. In [31], a
walking pattern is generated in the sagittal plane that possesses characteristics of normal
human walking, with the body parts synchronized in relation to speed, stride for stature,
elevation of the pelvis, quantified articulation, angle in a certain moment, and free space
in the heel.

Fig. 4. The skeleton data process

With regard to the ranking and selection of attributes (column), we used functions
implemented byWeka with the aim of selecting a subset of values to mediate the quality
and the relevance of the data. This process included CfsSubsetEval or CFS, an algorithm
for the selection of attributes that describes the ranking of a sub-series of agreement
attributes with their correlation based on the estimate of a heuristic evaluation function



Using Kinect to Detect Gait Movement in Alzheimer Patients 23

applied with a BestFirst in-depth search that uses a retroprocessing limit. The results
show 0.993 of the related subsets. In [32] and [33], several applicable techniques in
Weka and other tools are identified.

The relevant characteristic to register data in the Kinect device was the lateral pose
of the individual during the initial step of the right foot towards the device, which was
straight ahead of the patient.

The model identified the base in the inferior structure of the body, which determined
the coordinates of an initial point in a (x, y) and a final point in b (x, y), thereby obtaining
a distance that generated an angle in c (x, y), as shown in (see Fig. 2).

The present study allows us to meditate on the kinematics [34] responsible for these
bodymovements in connection with the longitude, time, and angle variables. In addition,
through biomechanics [35], this study can analyze the displacements of the body in the
support phases and the oscillation in the spine, hip, knee, ankle, foot, arms, and trunk,
among other aspects of the movement. When individuals vary the positions of their feet,
the whole posture of the body changes. For this reason, the variables of the inferior part
of the body, including the hip, knee, and foot, have been selected.

The foot angle, which affects the positions of the hip, right knee, and left knee in the
Kinect skeletal form, demonstrates where the Euclidean distance is applied in Eq. (1)
and determines the points that will be applied to Eq. (6), which produces the inverse
cosine of the elements of x [14, 36]. The real values are in an interval of [0, π] in the
radians in [29]. A similar calculation for the distances using the cosine function and
longitude.

anguloradianles = acos(x) (6)

∝ = anguloradianes ∗
(
180

π

)

The distances between the articulations of the tips of the right and left feet in the
Kinect skeletal form are part of Eq. (6), the same one that identifies the coordinates of
the points x and y.

In the following section presents the results of this research.

4 Results

Using the Kinect device, we gathered data on the walking gait of 30 Alzheimer patients
who had common neurological characteristics, such as anxiety and depression, and were
75 to 89 years of age on average.When processing this data in the simulator, the distance
traveled on foot and the angle of the formation of the legs demonstrated that the value of
uncertainty regarding the patient’s stability was between 0 and 1, with the highest value
referring to maximum stability, as shown in Table 3. Thus, the applied pattern generates
data in an automatic way based on these established rules.

Fuzzy logic was applied because many data series exist in real life where the limits
are diffused. If we consider a stable step to be 12 to 35 cm, a person who has a stable
step of 36 cm is probably stable in this view, even though he or she would not be stable
using normal logic. Therefore, diffused logic ismore appropriate for understanding these
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Table 3. Data of the walking gait (Unstable/Stable)

Id Gender Step distance Angle Hip Head Shoulder Unstable/Stable

1 F 26.47 29.70 19 10 18 0.5000

2 F 18.02 16.45 19 11 17 0.8467

… … … … … … … …

29 M 18.53 15.44 18 10 8 0.8366

30 M 21.47 19.07 19 9 8 0.5000

transitions, as it allows one to study movement in a more gradual way and is open to
rules such as “if in 90%, not in 10%, while in Boolean logic, you can only say yes and
no”.

The data in the column (attribute) “unstable/stable” in Table 3 had a weight from
0 to 0.5 if unstable and from 0.51 onwards if stable. As a result, the variables were
defusificated in order to obtain a quantifiable value in [37]. A clear value was assigned
to the aggregated result of the system. This value should also be selected in such a way
that it represents the result of the evaluation. Furthermore, the values of the distance,
origin, and angle of the gait were validated by a physiotherapist so that a comparison
with the data obtained by theKinect could be carried out. This process allowed the author
to calculate the results of the confusion matrix, which were as follows: True Positive
(VP = 11), True Negative (VN = 16), Positive Negative (FN = 2), and False Positive
(FP = 1). In [38], a confusion matrix was used. In [39] the gait pattern was analyzed
using a virtual support machine algorithm to determine the precision and applicability
of the confusion matrix.

Within the group of 30 people, the results included 12 positive detection tests of the
illness. Among these positive tests, 11 were true positives. This finding means that the
illness was present in 11 patients, with 1 false positive for a person that did not suffer
from the illness.

Therefore, within this study, the probability of having the illness and being registered
as positive in the analysis was approximately 91.66% (11/12 = 0.916). The probability
of obtaining a false positive was approximately 8.33% Eq. (7). These data obtained from
the patients show the sensitivity value in 84.61% and the specificity in 94.11%, which
indicates that the sick patients were properly diagnosed. In [40], the author used metrics
to calculate the confusion matrix results that are shown in Eq. (8).

Positivo = Verdadero Positivo

(Verdadero Positivo + Falso Positivo)
∗ 100 (7)

Negativo = Falso Positivo

(Verdadero Positivo + Falso Positivo)
∗ 100

Sensibilidad = Verdadero Positivo

(Verdadero Positivo + Falso Negativo)
∗ 100 (8)

Especificidad = Verdadero Negativo

(Verdadero Negativo + Falso Positivo)
∗ 100
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The threshold base was calculating using the average total of the data for the distance
and angle of the men and women’s gait, as shown in Eq. (9). For these values, the law
of homogeneity was applied [41, 42] with a quantity of ±2, reflecting the principle
of mathematical consistency that postulates it is possible to add or subtract physical
magnitudes of the same nature, as shown in Eq. (10) and obtain the threshold, as shown
in Table 4.

∑n

i=1
xi (9)

h1 =
∑n

i=1
xi + 2; h2

∑n

i=1
xi − 2 (10)

Table 4. Threshold data

Gender Law of homogeneity Total distance Angle

F Promedio 25.968 17.738

F ±2 23.968 27.968 15.738 19.738

M Promedio 31.074 27.728

M ±2 29.074 33.074 25.728 27.728

In the following section, we present the conclusion for this research.

5 Conclusion

Previous studies on the walking gait of Alzheimer patients have been highly significant
for this research because they have established the criteria for the goniometric, biome-
chanical, and postural measurements relevant to physiotherapy, among other important
references for the superior and inferior parts of the human body.

It is important to understand the characteristics of an Alzheimer patient’s step in the
sagittal plane, where some parts of the human body intervene during walking.

Using the Kinect device allows one to capture the walking gait of Alzheimer patients
within a controlled environment and register patterns of movement in a computer.

Thediffused logic systemhas allowedus to simulate thesemovements andobtain data
about real patients. In addition, the diffused control system has allowed us to combine
input variables. For example, the distance and foot angles were defined as a diffused
series bound by rules that produced output values for the stability and instability of the
patients.

In classical logic, computers compile data in chains of ones and zeros. In otherwords,
they process information based on Boolean Logic. In diffused logic, information about
the real world is analyzed by assigning different grades of ownership to the elements of
a group, such as between true (1) and false (0) manipulating concepts, like stability or
instability, that refer to a person when balancing or losing balance while walking.



26 D. Castillo-Salazar et al.

We worked on a data series presented in tabular form, where each column contained
a specific variable that represented the distance, foot angle, and stability or instability
of an Alzheimer patient. These variables can be used as formal criteria to determine the
treatment of Alzheimer patients.

In future research, we intend to use pose estimation techniques on common activities
for Alzheimer patients to generate behavior alerts.
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Abstract. This paper presents the analysis of a group of triples of functionswhich
imply different combinations of t-/s-norms in the weighted fuzzy Petri nets. The
wFPN model was realized in the system PNeS for the subject area of passenger
transport logistics. The experiment describes the realization of 15 different triples
of functions associated in the range between a minimal triple (LtN, LtN, ZsN) and
a classical one (ZtN, GtN, ZsN). It is expected to achieve a numerical rise of the
resulting calculations in accordance to the change of the triples in the range from
the minimal to the classical one. Additionally, the analysis of achieved decisions
with the change of triples is considered for the given subject area.

Keywords: Decision-making system · Intelligent computational techniques ·
Weighted fuzzy Petri net · Knowledge representation · Transport logistic problem

1 Introduction

The improvement of decision-support systems requires the development, application
and analysis of intelligent computational techniques in order to achieve the most con-
crete results for the given task [1–3]. The search for the best type of transport in the
subject area of transport logistics can be considered with the application of a dynamic
discrete mathematics. Therefore, the application of Petri nets can be a good starting
point for such type of the problem [4, 5]. Yet, Petri nets have faced lots of modifications
and improvements. The most significant is the conception of weighted fuzzy Petri nets
(wFPN) which apply fuzzy coefficients which describe the strength of the connection
between an input place and the transition [6]. 125 different combinations of t-/s-norms
in a group of three functions under each transition can be tested in the wFPN [7, 8].
Therefore, it necessitates to provide a deep analysis of these triples and their application
in the relevant subject areas.

As it wasmentioned above, the subject area of passenger transport logistics can serve
as a good example of wFPN disclosure. Until now, the structure of transport logistics
was described in a four-level scheme represented with interconnected tables of type
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“Object-property” [9–11]. The completeness of the structure allowed creation of the
hierarchical wFPN [12]. There were tested two types of triples: optimized (ZtN, ZtN,
LsN) and classical (ZtN, GtN, ZsN) [13]. The optimized triple of functions resulted in
higher numerical values at output places comparing to the achieved results from the
classical triple. In addition, the change of triples led to the change of target decisions,
which influenced the hierarchy. Therefore, the deep analysis of triples of functions
which are located in-between classical and optimized one in the research of the best
type of transport (the initial wFPN model in the hierarchy) was conducted [13]. Two
different approaches were presented and tested: a) the decisive majority of equivalent
decisions achieved by different triples in-between increases the probabilistic accuracy
of the classical or optimized triple; b) all numerical results achieved by every triple of
functions for each object were calculated using the arithmetic mean value. Therefore, the
influence of triples and their resulting numerical values were considered significantly in
the process of decision making. Moreover, the difference between achieved results after
application of those two approaches led to the necessity of applying additional factors for
justifying the truth-probability of the achieved decisions (or considering some additional
alternatives) [14].

Thus, this paper aims to continue the research in the subject area of passenger trans-
port logistics aiming to find out the best type of transport. Different combinations of
t-/s-norms which are located in-between minimal (LtN, LtN, ZsN) and classical (ZtN,
GtN, ZsN) triples are considered in order to get a deeper understanding of achieved
numerical values and associated decisions.

2 Description of the Task

The graphical description of the task aiming to achieve a decision on the best type of
transport for the given input properties is presented in Fig. 1.

Fig. 1. Scheme of the process of finding the best type of transport.

Figure 1 can be considered as an introduction to the problem, which consists of four
levels of places and three levels of transitions interconnected pairwise between each
other. This graphical representation implies the simplified structure of the wFPN model
to be created (Fig. 3).

First level of places includes properties for different passenger transport compa-
nies presented on the second level of places. Every level of places is presented in the
knowledge tables of type “Object-property” [9, 10]. At the very beginning, the first
level is considered as a list of properties (columns) in the table, while the second level
– objects (rows). Production rules are used to establish a connection between properties
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and objects. Transition can be interpreted as the application of the production rule both
in the structure (Fig. 1) and wFPN model.

The example of production rule is as follows: IF ri1 AND (OR) … AND (OR) rin

THEN dj, where rik (k = 1,…, n) – property, and dj – object. Herein, production rule was
applied at the internal level – inside the table. The following steps imply the application
of production rules at the outer level – between tables, where objects from the previous
knowledge table become properties in the following table on the basis of which, new
production rules are created.

Thereby, passenger transport companies which are presented on the second level of
places and which are objects in the first knowledge table, - become properties in the
following (second) knowledge table. These properties are connected to the classification
of type of kinds of transport which is presented on the third level of places in Fig. 1.
Production rules are created on the basis of the second knowledge table which imply a
connection between properties and objects. In the same manner, a connection between
third and fourth level of places in the last (third) knowledge table is established, where
the last level of places is the final one (i.e. objects from the third knowledge table are the
final decisions). The final level of objects describes target decisions of types of transport.

3 Mathematical Tool of the wFPN

Production rules which are created from the knowledge tables of type “Object-property”
form a basis for creating wFPNs. Every wFPN consists of some number of places
and transition connected pairwise with directed arcs. Every place describes property
or object taken from the knowledge table, while production rules are represented with
the corresponding transitions. In order to improve the accuracy of calculations, the
FPN were modified with weights establishing the conception of wFPN [6]. Weights are
only associated with arcs which connect input places with transitions and describe the
strength of the corresponding connection. As follows, the input value (marking) of a
place is multiplied by the value associated with the arc and the resulting value is set for
the transition as the first input value.

Every transition includes the following list of mathematical tools: (1) truth degree
betta β(t): calculated by the following formula β(t) = k/(k + 1), where k is a number
of input places connected to this transition [11]; (2) threshold function gamma γ (t): set
by the experts in the corresponding subject area of research; (3) triple of operators (In,
Out1, Out2): every element of the triple is replaced with the corresponding t-/s-norm
(with the respect to the logical operator used in the production rule).

In order to fire a transition, the following condition must be satisfied:

In(wi1 · M (pi1), wi2 · M (pi2), . . . , wik · M (pik)) ≥ γ (t) > 0 (1)

where: In is an input operator instantiated with some t-/s-norm; (b) wij (j = 1, …, k) is a
weight which is connected to the corresponding place; (c) M(pij) is a marking of a place.

When the condition is satisfied, the first operator In is replaced with some t-norm
(in case of logical AND in the production rule) or s-norm (in case of logical OR in
the production rule) which takes all markings from input places for calculations by the
correspond function. In the same manner, the second operator Out1 which is replaced
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with some function, takes the numeric value calculated by the first operator In as the first
input and betta β(t) as the second one. The third operator Out2 which is also replaced
with some function, takes the resulting value of the second function of the triple as the
first input and the markings of output places as the second one. In this manner, the result
of the last function of the triple sets the final value for the output place.

The number of possible combinations of triples of functions is equal to 125 and can
be graphically represented (Fig. 2) [13, 15].

Fig. 2. Graphical representation of 125 combinations of triples of function (logical AND).

Figure 2 represents a cube with all-possible triples of function which are structurally
ordered from the minimal triple (LtN, LtN, ZsN) which results in the lowest possible
numerical result at the output to the maximal (optimal) triple (ZtN, ZtN, LsN) which
results in the highest possible numerical result at the output. Additionally, there is high-
lighted the classical triple (ZtN, GtN, ZsN) which is located in-the-middle between
minimal and maximal triples. The combinations of triples between classical and opti-
mized are highlighted in blue forming a rectangle with 15 combinations of triples. In the
samemanner, the 15 combinations of triples which are in the range betweenminimal and
classical triples are highlighted in green. The combinations shown in the blue rectangle
have already been tested in the wFPNmodel (Fig. 3), the structure of which is presented
in Fig. 1 [14]. The first function of the triple is always ZtN, since it is located on the plane
of the cube which represents this function. Vertical lines of the blue rectangle represent
3 alternatives to choose from: HtN, GtN and ZtN. Horizontal lines of the blue rectangle
represent 5 alternatives to choose from: ZsN, HsN, GsN, EsN and LsN. Thus, there was
a possibility to test 15 combinations.

Yet, the specification of the wFPN model should be considered in the first place: the
firing sequence is done in a step-by-step format (i.e. only the first level of places is filled
with values while all other levels of places are empty, before calculations of the previous
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level). It means that the last function of the triple loses the influence in the calculation
process, because the second input value is equal to 0 (since all of output places are
always empty). Therefore, the third function of the triple gets numerical value for the
input only from the second function. Thus, the resulting value of the third function does
not change and is equal to the result calculated by the second function of the triple in
the wFPN model described in the step-by-step format.

As a result, the list of norms presented on the vertical lines of a blue rectangle is
neglected because of the wFPN model structure (Fig. 1, 3). It leads to the reduction
of the number of possible combinations from 15 to 3 which can be tested [13, 14].
Therefore, this paper suggests to test a green rectangle. This rectangle is supposed to
give more combinations to be tested as well as a wider list of the achieved decisions.
Additionally, it necessitates to analyze the advantages and disadvantages of applying
additional combinations of triples for the given problem in the subject area of passenger
transport logistics (Fig. 1).

Themain benefit of the green rectangle lies in the fact that it is located on the different
plane of the cube (Fig. 2) compared to the location of the blue rectangle. Therefore, the
location of combinations of triples is changed. Since the wFPN model is made in a
format of a step-by-step activation, the third element of the triple is again neglected. In
this case, the difference is that it neglects only one function (ZsN) which is represented
on the bottom plane of the cube which is different from the plane which includes a blue
rectangle. Horizontal lines of the green rectangle describe the list of t-norms which can
be set as the first element of the triple: LtN, EtN, GtN, HtN and ZtN. Vertical lines
include a list of t-norms which can be set as the second element of the triple: LtN, EtN
and GtN. As a result, it enables to test 15 different combinations of triples.

The mathematical description of functions presented in a green rectangle is as
follows:

(2)

EtN (a, b) = ab

2 − (a + b − ab)
(Einsteint − norm), (3)

GtN (a, b) = ab(Goguen t − norm), (4)

HtN (a, b) =
{
0 for a = b = 0

ab
a+b−ab otherwise

(Hamacher t−norm), (5)

ZtN (a, b) = min(a, b) (Zadeh t−norm) (6)

ZsN (a, b) = max(a, b) (Zadehs−norm). (7)

4 Net Representation of the Task

This paper presents the set of input values for wFPN model presented in Fig. 3: 0.9,
0.75, 0.8, 0.85, 0.9, 0.65, 0.5, 0.6, 0.8, 0.75.
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Figure 3 represents wFPN model made according to the structure in the Fig. 1. It
consists of four arrays of places and three arrays of transitions which were created on
the basis of production rules extracted from three knowledge tables of type “Object-
property”.

The results of application of different combinations of triples of functions from the
green rectangle (Fig. 2) for three resulting objects in Fig. 3 are presented in the Table 1.

Fig. 3. wFPN model for the best type of transport.

As far as, wFPN model operates with the extremely low numerical values, Table 1
describes two cases.

Case 1. Gamma γ(t) includes the values presented in Fig. 3 which are equal to 0.35 on
the first level and to 0.15, 0.1 on the second and third levels correspondingly. In this case,
only two last combinations of triples [(ZtN, EtN, ZsN) and (ZtN, GtN, ZsN)] marked
in bold in the Table 1 resulted with some numerical values at the final output in the
wFPN (Fig. 3). These two triples have finished calculations, because the condition in
formula 1 was satisfied for all three levels of transitions. Also, triple (ZtN, LtN, ZsN)
marked in italics achieved interesting results from the observational point of view: (1)
all transitions were fired on the first level since the condition (1) was satisfied; (2) third
level of transitions: transition which leads to the object “Aviation” has not been fired,
since the condition (1) was not satisfied (0.039 < 0.1). Therefore, output value for the
object “Aviation” was not received. Thus, the output for the “Aviation” object is marked
as “Undefined”. The similar issue has been observed for the object “Car” in the process
of firing the second level of transition for the third level of places (point 3); (3) second
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level of transitions: transition which leads to the object “Car” was not fired since first the
function (operator In) of the triple resulted in value equal to 0.141, which is lower than
the gamma γ (t) value which is equal to 0.15. Thus, the condition (1) was not satisfied
and transition has not been fired. In accordance to this observation, resulting object of
the wFPN model “Automobile vehicle” have lost one of input properties (“Car”) in the
wFPN, the connection of which was previously established in the knowledge table; (4)
second level of transitions: the remaining object “Bus” which became a property for the
last level of transitions in the “Automobile vehicle” branch development could be used to
finalize calculations on the third level of transitions to achieve final numerical result for
the “Automobile vehicle” object and this branch of type of transport. The condition (1)
for firing the transition on the third level is satisfied (0.16> 0.1). Yet, the second function
of the triple (LtN) zeroed the input values and therefore, the resulting object also received
0 value at the output. Thus, if there were any additional levels of transitions after this one,
the developmentwould not take place, since this branch is being cut out on the fourth level
of places. The same phenomenon has been observed in the “Railway (Train)” branch on
the second level (point 5); (5) second level of transitions: two transitions which result in
objects “Classical Train” and “High-speed Train” previously satisfied the condition (1)
(0.4075> 0.15 and 0.42> 0.15 respectively). Yet, numerical valueswhichwere received
at the output are equal to 0. It can be explained by the second function in the triple LtN,
which zeroed input values after applying the formula. Therefore, the resulting object of
the wFPN model “Train” lost both objects on the current level (which is considered as
properties at the following level). In this way, the development of the situation for this
branch was cut out on the third level of places. For this reason, the resulting output is
marked as “Undefined”.

Table 1. Resulting values of 15 triples of function for thre output objects

Triples/Decisive objects Aviation Automobile vehicle Train

LtN, LtN, ZsN Undefined Undefined Undefined

LtN, EtN, ZsN Undefined Undefined Undefined

LtN, GtN, ZsN Undefined Undefined Undefined

EtN, LtN, ZsN Undefined Undefined Undefined

EtN, EtN, ZsN 1,45237E−15 2,1184E−18 9,09742E−09

EtN, GtN, ZsN 4,8911E−15 7,91109E−18 3,17417E−08

GtN, LtN, ZsN Undefined Undefined Undefined

GtN, EtN, ZsN 3,51698E−10 3,93223E−12 2,94159E−06

GtN, GtN, ZsN 1,17306E−09 1,44571E−11 1,02028E−05

HtN, LtN, ZsN Undefined Undefined Undefined

HtN, EtN, ZsN 0,008693656 0,006622562 0,010795526

HtN, GtN, ZsN 0,015832969 0,011981633 0,022235616

ZtN, LtN, ZsN Undefined (0) 0 Undefined

ZtN, EtN, ZsN 0,116475097 0,057340053 0,088145482

ZtN, GtN, ZsN 0,18291 0,09723375 0,1502475



36 Z. Suraj et al.

Case 2. Gamma γ (t) value is considered as the lowest possible value tomake transitions
fireable. Thus, there were achieved all 15 sets of results presented in the Table 1. The
results for the last two triples has not been changed since gamma lowering did not
influence the output results which were achieved with even higher threshold value of
gamma. Yet, it allows to face changes in points 2 and 3, where the transition firing
was blocked by the condition (1). Therefore, the next two paragraphs describe possible
changes that could be observed in the process of application of the triple (ZtN, LtN, ZsN)
for objects which did not receive their values due to the failure to comply the condition
(1).

In the case 2, the second point is modified and the transition is considered to be
fireable. Unfortunately, the result for object “Aviation” became equal to 0 (it is noted in
brackets in the Table 1), since the second function of the triple (LtN) zeroed input values
in the same manner as it has been observed in “Automobile vehicle” object on the same
level (case 1, point 4).

In the case 2, the third point should also be modified. When gamma γ (t) is lowered
and condition (1) is satisfied then the transition which leads to the object “Car” is
considered as fireable. This object underwent the same phenomenon described in the
previous paragraph and in case 1, point 4: the transition was fired, but the object received
0 value because of the second function LtN. Thus, object “Car” was again excluded from
the further calculations in the wFPN. Moreover, it can be considered equally: the object
did not receive output value because the condition (1) was not satisfied, thus this object
is considered as “Undefined” (or zero informative value) and the situation when the
transition fired, but also resulted in 0 value because of calculations. In both cases, 0
value means that the object is empty and cannot be longer considered in the wFPN
model.

From the given analysis of the results presented in Table 1, the following issues
can be observed: (1) as it was expected, the correctness of the following sequence LtN
≤ EtN ≤ GtN ≤ HtN ≤ ZtN is confirmed by the achieved numerical values, where
LtN achieved the lowest possible output and ZtN achieved the highest possible output
correspondingly; (2) the decisions differ with the change of triples of functions. There
is an argue that with the incensement of number of properties, the result for the object
becomes lower compared to the same situation differing in fewer properties. It should
be noted that fuzzy values for properties did not differ a lot and are in the close range for
objects to be calculated. This situation can be observed in the number of places connected
to the second level of transition in Fig. 3. Therefore, this aspect will be analyzed in more
detail in the following papers; (3) numerous issues raised from the application of LtN
function. As it can be observed in Table 1, every combination of triples which imply
application of LtN function resulted in 0 value (at best) or the value became so low
that at some level of transitions it did not meet the requirement for firing the transition
(condition (1)) and it resulted in “Undefined” state (at worst). In both cases, application
of LtN did not provide values that can be analyzed and compared with other results.
Thus, it is suggested not to apply LtN in calculations for wFPN with a large number of
level of transitions, because there is high risk that soon or later, the value will drop so
low that the transition will not fire at all (failure to comply the condition 1); (4) in the
case of using LtN, the following situation was noticed: with the increase in the number
of inputs calculated according to the formula LtN (a, b) = max(0, a + b − 1), the risk



The Analysis of Triples of Triangular Norms for the Subject Area 37

of obtaining the value equal to 0 at the output increases. The following calculation: a
+ b − 1 requires large input values (a and b). An increase in the number of low values
compared to the number of high values proportionally increases the risk of obtaining
resulting value less than zero in the calculation of a + b − 1. As soon as this occurs,
LtN(a, b) is set to 0, which leads to the neglect of the object in further calculations,
because its degree of truthfulness can no longer be taken into account; (5) the decisions
achieved by triples (ZtN, GtN, ZsN) and (ZtN, EtN, ZsN) which were received with
the initially set values for the threshold functions are installed in the following order by
their resulting values (from the most proposed decision to the least suggested decisions):
“Aviation”, “Train”, “Automobile vehicle”. (ZtN, LtN, ZsN) is a triple which includes
the sequence change of the decisions with the change of values set for the threshold
functions. Thus, decisions which were achieved by other triples except for three above
mentioned are set in the following order: “Train”, “Aviation”, “Automobile vehicle”.
Remark: triples which achieved “Undefined” state were excluded. Thus, the threshold
function gamma γ (t) plays a vital role in the decision-making process for the triples
presented in a green rectangle (Fig. 2).

5 Conclusion

This paper presented the application of 15 triples of functions (t-/s-norms) in the range
from the minimal (LtN, LtN, ZsN) to the classical one (ZtN, GtN, ZsN) for the subject
area of passenger transport logistics. The most important observations presented here
are: 1) the output results from the triples in the green rectangle are sensibly lower; 2) the
value of gamma γ (t) plays a vital role in the wFPN model operation and in the process
of firing a transition; 3) with the change of triples from the minimal to the classical
one, numerical values at the output were changing correspondingly; 4) the exclusions
from the statement in point 3) are applied for triples which includes LtN function. As
far as LtN function gives the lowest possible output result (which is often equal 0), the
resulting objects were receiving 0 values at the output or the transition was not even
fired at all. Thus, it is suggested not to apply LtN in the wFPN model which follows
the strategy of a step-by-step activation; 5) in the process of application of triples from
the green rectangle, the number of input places plays more notable role compared to
the triples located in the blue rectangle; 6) there is a switch in the order of decisions
achieved by triples with initially installed threshold function gamma γ (t) and decisions
which were achieved after lowering the threshold function; 7) the decisions are sensibly
changing with the change of triples of function and the threshold function in a green
rectangle. Thus, it is complicated to estimate the correctness of the achieved decisions
at this moment.

According to the observations described above, there is a need of combining achieved
results of triples presented in blue and green rectangles. Hence, it necessitates to gen-
eralize the achieved decisions and to provide a concrete suggestion on the application
effectiveness of the chosen triple of function. These goals will be considered in the
following papers with the corresponding analysis and conclusions.
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Abstract. Multiplane estimation from three-dimensional (3D) point
clouds is a necessary step in the negative obstacle detection. In recent
years, different Random Sample Consensus (RANSAC) based meth-
ods have been proposed for this purpose. In this paper, we propose a
multi-stage algorithm based on RANSAC plane estimation and KMeans
clustering, and apply it to the negative stairs detection. This method
contains two steps: first, it clusters the point clouds and downsamples
them; second, it estimates the planes by iteratively using RANSAC algo-
rithm with the downsampled data. Finally, according to the relationship
between regions to determine whether there is an obstacle in front of the
autonomous vehicle. Our experimental results show that this method has
satisfactory performance.

Keywords: Negative stair detection · Multiplane estimatin · Safety
drive · KMeans clustering

1 Introduction

With the rapid development of sensing technology, the detection of positive
obstacles has been greatly studied and improved. However, due to the hard
measurement and uncertainty of negative obstacles, the detection of negative
obstacles is still a big challenge for the researcher in the filed of autonomous
driving [1]. Stairs (especially the down stairs), which are frequently occurrence in
streets, are one kind of negative obstacles. Stairs can significantly bring security
risk to the autonomous driving robot. To reach the goal of safe driving on the
open road, the detection of stairs is a necessary.

In order to deal with such issue, many researcher have done extensive work on
it. For example, the authors in [2] proposed to solve it within the framework of
3D computer vision, for the reason of non-measurement of LiDAR device. Taking
the ground plane as reference, a remarkable difference between positive obstacles
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 39–48, 2021.
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and negative obstacles is that: Positive obstacles usually protrude above the
ground, while negative obstacles concave below the ground. According to this
observation, the authors in [3] proposed a height-length-density (HLD) terrain
classifier to uniformly detect the negative (such as stairs) and positive obstacles,
using three kinds of features: the changes of height and the intervening distance
(both from the upper and lower surfaces), and the point density in the vicinity
of each discretized cell. Although this method works well in the restricted scene,
the refined features do not fit the complex environment, for example the scene
of open road. To robustly and steadily detect the stairs, we seek to the unified
methods that do not rely on any prior models.

An important character of stair is that: either the height of points gradually
decrease when the stair can be sensed by the onboard LiDAR device, or there
are not any returned points when the stair can not be seen by the LiDAR
device. This phenomenon implies that the stair has partly shared the property of
positive obstacles and negative obstacles. Therefore, the key of stair detection is
the estimation of ground plane. In other word, ground plane estimation provides
a bridge between the positive obstacles and negative obstacles. It has become
one of the efficient tools in intelligent transport system area.

One of the most popular approaches to estimate the ground from a set of
3D points is Random Sample Consensus (RANSAC). This method was first
proposed by Schnabel et al. in [4].

Researchers selected a random subset of input values, and then estimated a
model from these values. The quality of the model was evaluated based on the
overall data set and the process was applied iteratively until convergence or for
a predefined number of iterations. Finally, selecting the best model which was
most suitable for the whole point set.

As RANSAC is not limited by specific dimensionality [5], RANSAC has been
widely studied and used in the task of plane estimation. For example, in the
3D scene reconstruction, Xu et al. [6] compared the performance of plane esti-
mation between Hough Transform (HT) and RANSAC, and Yufan et al. [7]
applied RANSAC to plane detection when the robot stereo matching. Muhovic
et al. [8] focused on finding waterborne planes in the moving scenarios during
autonomous navigation. Zhou et al. [9] proposed a unified framework for robust
3D supporting plane estimation using results from object shape detection and
3D plane estimation.

Multiple planes estimation was needed be applied in many cases of negative
obstacle detection, thus researchers have continually improved RANSAC algo-
rithm to effectively extract multi-planes. The approach in [10] was performed
by using iterative RANSAC to extract planar and non-planar regions. In this
paper researchers firstly selected a set of random points and used RANSAC to
estimate a plane, then repeated this process with the rest of the points until the
remaining points could not be used to fit the estimated plane. [11] proposed an
efficient multi-planes extraction method based on scene structure priors as an
improvement of traditional RANSAC method. In recent years, researchers tend
to pre-cluster the data in advance and then estimate plane from result of cluster,
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and the related experiment has shown better performance. Gallo and Manduchi
proposed the CC-RANSAC algorithm [12]. This method assumed that there were
steps, curbs or slopes on the ground, and then used eight connected neighbors
components to pre-cluster the obtained data. These pre-clustering data would
made RANSAC get better results. Saval-Calvo and Marcelo [5] estimated each
plane in the pre-clustering step by adding vector normal information and scene
knowledge and then added constraints to estimate the best plane in the step of
RANSAC. The experiment showed better results when the signal-to-noise ratio
is low.

After considering the RANSAC methods for plane estimation from point
clouds, it is obvious that there are still challenging problems when high accuracy
is required, mainly with noisy data. In addition, most of the current studies on
negative obstacles detection are focused on the field scene in which the obstacles
are complex and irregular.

In this paper, a multi-stage ground estimation method based on RANSAC
and KMeans is proposed to detect the stairs. The input includes the original
3D point clouds data collected by ourselves, and using KMeans to cluster the
obtained data. Next, we iteratively use RANSAC with added constraints to
estimate planes. Finally, whether there is a negative obstacle in front of the
autonomous vehicle is determined according to the geometric structure of the
negative obstacle by processing the obtained planes.

The main contributions of this paper include:

1. Explore the technical application of the scene of negative stairs obstacles.
2. An effective and stable negative obstacle detection method.

The remainder of this paper is organised as follows. The Sect. 2 introduces
the proposed method, in which Sect. 2.1 describes negative obstacle features,
Sect. 2.2 and Sect. 2.3 introduce KMeans clustering algorithm and RANSAC
multi-plane estimation algorithm respectively. Then we presents the experimen-
tal process and results in Sect. 3. Finally we give a conclusion in Sect. 4, including
the description of the advantages of the method and the summary of the char-
acteristics of the related scenarios.

2 Proposed Method

The method is divided into two steps: using obtained point clouds data as inputs,
we first cluster them with KMeans algorithm (see Sect. 2.2); Applying RANSAC
algorithm to estimate the planes and making decision of the region categories (see
Sect. 2.3). According to the fitted plane equation, we calculate the relationship
between the point cloud in each grid and the plane equation. Judging whether
the area is a negative obstacle area according to the calculated results. Figure 1
shows the diagram of KMeans and RANSAC steps.

The hyphen arrow represents the real points passed between steps, while the
thick arrow represents the constraint in the model. The algorithm has one inputs:
3D LiDAR system Obtained point clouds data. Based on the point and normal
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Fig. 1. General overview of the process

vector information, using traditional KMeans to cluster the points cloud, and
the clustered data are downsampled to reduce the amount of data processing.
Then the downsampled points data are sent to RANSAC to estimate the planes.

2.1 Feature of Negative Obstacle

Figure 2 shows the scene of stairs and the geometric structure of the negative
stair in 2D side view respectively. In Fig. 2(b), the W represents the width of
the negative obstacle, H represents the vertical distance from the position of
LiDAR to the ground, and L represents the distance between the front end of
the LiDAR and the side of the negative obstacle near the vehicle.

Fig. 2. (a): The scene of stair; (b): Typical geometric structure of negative obstacle

If there is a negative stair in front of the vehicle, the distance between the
point belonging to the ground area and the point belonging to the stair area
becomes larger when LiDAR scans the stair. In this way, the distance Lp1p2
is longer than Lp1p

′
2. And we can also see that existing a blind area Δd from

the top view of the obtained LiDAR points cloud (Fig. 3(a)) due to the struc-
tural characteristics. According to Δd, we can use it to help determine whether
existing stair in the interesting region.
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Fig. 3. Data describing the negative stair obstacle collected in front of the vehicle. (a):
The top view; (b): The side view; (c) The oblique view

2.2 Point Cloud Clustering

Before carrying out the task of ground estimation, it is necessary to preprocess
the point clouds data. As the LiDAR usually produces uneven point clouds data
(for example, the points outside the interesting region), these points may make
the results inaccurate. The solution is to pre-cluster the point clouds data and
prune these noisy points according to the index information of the clustered
points.

3D KMeans clustering algorithm. For the obtained point clouds data, the
points in the same plane are usually continuous and adjacent. If there is a sudden
change in the distribution of these data points, we usually determine whether the
two points come from different planes in terms of the mean distance of points. In
the process of general clustering, the selection of distance threshold Δt will have
a direct impact on the clustering effect. If the selected threshold is too small, the
LiDAR data belonging to the same plane may be divided into different clustering.
In addition, the clustering process will also be too tedious and piecemeal, thus
reducing the real-time of detection; on the contrary, if the selected threshold
is too large, some small patches will be difficult to be detected resulting in
error clustering. As the scanning beam of the LiDAR is fan-shaped, with the
scanning points are gradually away from the vehicle the distance between the
two adjacent points will continue to increase. Then the threshold Δt will increase
accordingly. However, In the k-means algorithm, the distance measurement is
based on the average distance from the intra-class points to the centroid, which
avoids the misclassification problem caused by the change of threshold. The
KMeans algorithm flowchart is shown in Fig. 4.

The k-means algorithm is needed to predefine the number of clusters k, and
we set the k value to 2 according to the experiment. After the initial clustering,
the obtained initial categories should be downsampled respectively. We choose
the average grid method to downsample the point clouds. The advantage of this
method is that the shape features of the point clouds are retained while the
amount of point clouds data are reduced. Thus the accuracy of plane estimation
step can be improved.
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Fig. 4. KMeans algorithm flowchart

2.3 RANSAC Plane Estimation and Negative Obstacle Decision

The process in this stage is twofold. First, we perform an iterative RANSAC
to estimate ground as follows: (1) using the heuristic filtering strategy to sieve
the downsampled points that are near the front of the vehicle as a priori knowl-
edge, and then to estimate the first plane with RANSAC; (2) checking the rest
points that are near the front of the vehicle. If the inlier confidence supports
the estimated plane, the current plane is determined as the credible plane. Then
removing the points belonging the estimated plane; (3) step 1 and step 2 repeat
until the second plane fits successfully (the points in inlier are sufficient). Oth-
erwise, stop iterating and we judged that only exist one plane in detected area.
The complete algorithm is briefly summarized in Algorithm 1.
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Algorithm 1. Multiplane estimation
Input: downsampled point set PC = {pci|i = 1.....p}
Output: plane P1, P2

1. PCPrio=Heuristic(PC)
2. [P1, inlier]= RANSAC(PCPrio)
3. for i:=< Numpc

4. for points which near vehicle not in inlier do
5. if pci fits P1

6. add point to inlier
7. end for
8. if the number of points in inlier is > d
9. P1 is the first estimated plane
10. PCrest= Delete(PC {pci|i ⊂ P1})
11. [P2, inlier]= RANSAC(PCrest)
12. for points which near the first plane not in inlier do
13. if pci fits P2

14. add point to inlier
15. end for
16. if the number of points in inlier is > d
17. P2 is the second estimated plane
18. else there is only one plane
19. end for
20. return P1, P2

Second, making negative obstacle decision according to the obtained plane
equations. Here, α is the angle between the surface normal of point in the grid
and that of the estimated plane. Calculating the relationship (including the
distance from points the obtained plane and the angle α) between points in each
grid and the obtained planes. We can get two decisions: (1) the vacant area is
decided as negative obstacle region; (2) a few points exist in one region and the
region is below the plane and α > 15◦. Then, this region is decided as a ramp.

3 Experiment

3.1 Performance Assessment

The planes estimation result in this experiment is shown in Fig. 5. We use [12]
defined metrics to evaluate the expected performance of RANSAC.

In RANSAC, setting point pci as inlier of the given plane P with pci < ε
for a given threshold ε. Given that Nε(P ) is the set of inliers and |I| represents
cardinality of the set N. The measurement of the fitness f can be considered as
|Nε(P )|.

Here, q(P ) is the quality of a candidate plane P, and measured by number
of points in plane P and in truth ground P0. we use it to describe the fitness
between estimated plane and given plane. q(P ) needed to be normalized by using
the number of points in inliers P0:
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q(P ) = |N(P ) ∩ N(P0)| / |N(P0)| (1)

q(P ) = 0 when P is far enough from the plane; q(P ) = 1 when P coincides with
P0.

Evaluating RANSAC’s expected performance with the joint probability den-
sity function dq,f (q, f) of quality q and fitness f . Set f equals to |Nε(P )| for each
plane P (here we assume that the space of candidate planes is continuous). qN

is random variable describing plane quality which is selected by algorithm after
N iterations (each iteration corresponds to a random candidate plane). {fn} are
the set of measured fitness values of the candidate planes, where each algorithm
selects plane with f(P ) = f̄ , f̄ = max {fi}. Then:

dqN (q) =
∫ ∞

−∞
dqN |f̄ (q|f)ff̄ (f)df (2)

When dqN |f̄ (q|f) = dq|f (q|f), it represents the quality of plane with highest
fitness measure:

df̄ = Ndf (f)FN−1
f (f) (3)

Among them, Ff (f) is the cumulative distribution function of f:

Ff (f) =
∫ f

−∞
ff (u)du (4)

Fig. 5. Plane estimation results. Figure (a) is the first estimated plane; Fig. (b) is the
second estimated plane.

3.2 Experimental Results

This subsection presents the experimental results of the multi-stage plane esti-
mation method based on RANSAC and KMeans, and emphasises the application
potential of this method in negative stairs obstacle detection. This exploration is
important for safety issues in autonomous driving. Note that although we only
introduce the detection results of negative stairs, these method can be applied
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to other detection of structures containing planes. For example, small steps in
open roads.

The result of the plane estimation is shown in Fig. 6, and the two estimated
planes are represented by red and blue respectively. Figure 6(a) shows the top
view for the results of plane estimation to the data in Fig. 3(a). We can see that
the detection result is better. Figure 6(b) shows a side view corresponding to the
data in Fig. 3(c). In this case, there is a vacant area between the two regions of
planes. In this way, we can determine that currently existing a negative obstacle.

Fig. 6. Result of negative stair obstacle detection. The first plane is represented by
blue and the second plane by red. Figure (a) is the top view of the region detection;
Fig. (b) is the side view of the region detection

4 Conclusion

In this paper, we propose a multi-stage plane estimation method based on
RANSAC and KMeans to explore the applicable of negative stairs obstacle detec-
tion. In this experiment, we firstly use KMeans to pre-cluster the obtained point
clouds and downsample them in each obtained category to reduce the amount of
data processing and to improve the efficiency in next step of detection. Second,
RANSAC algorithm iteratively estimates the planes with the downsampled data,
and we add the confidence of inlier to decide the plane. Finally, Calculating the
geometrical relationship between regions according to the obtained planes and
then making decision of negative stairs obstacle. The final experimental results
show that this method can effectively detect stairs obstacles and timely make
obstacle avoidance decisions to ensure the safety driving.

However, the approach in this paper is not really good at adaptive perfor-
mance when the detection environment becomes complex. For example, the task
of plane estimation according to inlier of confidence depends on the chosen dis-
tance threshold Δd. Δd may changes in different scene. In this way, it has a
strong limitation for the scene. In the future work we will investigate to increase
the adaptive performance of this approach by considering different constrains
to improve the setting of inliers confidence in the step of RANSAC, so that the
approach can be applied to other similar scenarios.
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Abstract. Nowadays, it is vital to ensure safe vessel navigation. As in the old
days, this responsibility lies on the marine navigator. The main issue to provide
safety is to plan and predict the vessel maneuvering in the massive congestion.
The enormous permanent stream of marine traffic data is tricky to process for
vessel navigator. Thus, the main reason for the collision is human errors. So the
autonomous navigation is the key to reducedmajor errors. However, the enormous
size of the navigation data gathering from marine traffic causes a problem to
create a vessel decision support system. We introduced the novel method of the
decision support system to navigate safely in the high-density maritime traffic.
The suggested method is based on Deep Reinforcement Learning. This technique
could deal with the end-to-end approach for vessel navigation in marine traffic
with considerable vessel congestions.

Keywords: Marine traffic · Reinforcement learning · Decision support system

1 Introduction

Nowadays, the marine traffic environment becomes very complicated and dangerous
because the traffic operates on a large scale. The vessel collisions could lead to huge
losses of human life and property. Therefore, the issue of ensuring safety at sea is the
main goal for the mariners. This task could be solved by providing timely, essential
navigational information. On the other side, this navigational information could not be
enough to avoid the vessel collision. So, the safe trip with the vessel highly depends on
the experience of navigators. At first, the navigators do it in the old fashion way by the
visual watch keeping on the vessel bridge. In the technology century, navigators use a
more sophisticated way to minimize the risk of collision. The most popular technology
to avoid a collision is radars. Radars use electromagnetic waves to calculate the position
of vessels or other obstacles. Otherwise, radars do not ensure safe navigation itself. The
radar uses the Automatic Radar Plotting Aid (ARPA) [1] to reduce collision risk. ARPA
is a great tool to calculate and predict dangerous vessel maneuvering. The main problem
with using this calculation is that every second, the situation could change. So, ARPA
is the most effective when all vessel speed and course are constants.
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Autonomous vehicles have enormous potential in the maritime transport world.
Nowadays, most maritime companies face hiring crew problems. Another significant
issue is the vessel running costs. Most parts usually are for the crew salary. These costs
cannot be saved by firing sailors because it couldmake a case for the vessel’s safe voyage.

Moreover, the autonomous vessel technology could reduce fuel consumption and
recruitment problems. Furthermore, it could increase operational times and improved
lifestyles for themuch lower number of seafarers, and increase maritime shipping capac-
ity [2]. Otherwise, there is a significant skepticism on the capability of the autonomous
vessel operations. Otherwise, many challenges (legal [3], technical [2]) could be solved
by the autonomous vessel technology. Many projects are initiated to tackle autonomous
shipping problems; for example, The Yara Birkeland electric, autonomous vessel [4],
the MUNIN research project [5], the DIMECC ‘One Sea’ Consortium [6], and a start-up
company is retrofitting old vessels to be autonomous.

Many complicated factors influence the assessment of the maneuvering situation.
These factors could be geographical or hydro-meteorological conditions. However, the
main reason for the vessel collision is human errors. The crew member must decide
to navigate and maneuver safely. So, it very important to ensure the decision support
system to maintain alertness.

In this paper, we disclosed a new possibility of applying artificial intelligence for the
vessel decision support system (DSS). The DSS is acting through the agent who realizes
the suggested decision. This agent learns to control the vessel in marine traffic.

2 Related Work

In recent years, research and industry initiatives have primarily aimed at developing and
building autonomous vehicles. Land-based transportmodes, especially autonomous cars,
have been leading these initiatives. The marine industry is now following this trend, and
autonomous vessels have become the subject of numerous research projects within orga-
nizations and companies. The technology of autonomous vessels is developing rapidly
and tries remote control applications on the boats.

Many different methods were created to avoid the collision. These methods have
been given in [1, 7, 8]. The collision avoids methods utilize very different approaches
depending on the problem formulation - the Dynamic Games theory [9], the Dynamic
Programming [10], the Maze Routing Algorithm [11], the Fast Marching Method [12],
the Genetic Algorithm [13, 14], Cooperative Path Planning algorithm [15], the Artificial
Potential Field [16], the Fuzzy Logic-based method [17], the Evolutionary Algorithms
[18] and the Ant Colony Optimization [19].

Some studies attempted to apply the Artificial Neural Networks (ANN) model for
safe marine navigation. These models learn the navigation officer’s actions and predict
maneuver actions [20]. Also, the [21] tried to predict the waves’ effect on the vessel yaw
motion.

However, the big issue for ANN is to predict the vessel collision. Haris and Amdahl
[22] proposed the simplified analytical method. The authors used the interaction between
the deformation on the striking and the struck vessels. This method could be catego-
rized into three methods: experiments, numerical simulations, and simplified analytical
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methods. All methods could be applied from the local element to the level of the small
scale vessels.

[23] proposed the reasoning system for the vessel turning problems. Thismethodwas
applied for ocean navigation and collision. The application of automated navigational
aids reduces the risk of collision. The intelligent decision-making facilities require an
anomaly or dangerous situation detection to increasemarine navigation safety [24]. Also,
[25] proposed the radar filtration algorithm for the Vessel Traffic Centre (VTC) to raise
awareness. [26] used the fuzzy inference system in the collision avoidance system.

The [27] calculated vessels’ optimal turning angles to avoid the collision. [28] stud-
ied a method to analyze the results of trainee maneuvering to avoid collisions on the
simulators using the target’s obstacle zone. The ANN was applied in [29–32] works for
the marine traffic prediction. The ANN was used to train the machine learning model
to predict marine traffic instead of developing the mathematical model. The [30] used
machine learning methods combined with DBSCAN based algorithm to find the nauti-
cal traffic patterns for ocean-going vessels. Kim et al. [29, 31] proposed the method to
predict vessel trajectory in the harbors. He trained the regression model combined with
the dead reckoning model.

In recent years, Deep learning (DL) found attention in marine traffic patterns or
anomalies, too [33]. This technology seems to have wide applications in further analysis
of the marine geospatial data.

3 The Problem of Navigation in the Marine Traffic

The navigation in marine traffic is a complex problem. This study aims to apply the RL
agent to act as it would be in marine traffic. At first, the RL agent must avoid collision
with an obstacle. The second aim is to reach the position of the destination. So, the agent
is trained to act in some areas of marine traffic. This area was created as a fixed size grid
structure with an active obstacle. The task is different than it is on video games. The
difficulty comes from unpredictable scenarios. Due to this complication, the agent tries
to learn and act in an environment with one obstacle. Such limitation to one obstacle
simplifies the task. However, it is usual in everyday marine navigation because decisions
are made according to one most risky obstacle.

Thus, like the navigator on the vessel, the Q-learning algorithm allows the agent to
learn about the current state in the environment and to decide about the action. So, the
agent or vessel should avoid obstacles and make safe maneuvering depending on the
situation. As it was mentioned, the agent must reach the point of destination. This point
of destination represents, e.g., the turning waypoint, where the route consists of many
turning points. Usually, turning waypoints are preplanned and fixed on the chart. The
agent must start from one turning point and safely reach the next turning point.

4 Methodology

In this paper, the possibilities to apply a Deep Q-learning algorithm to control the vessel
are investigated. The Q-learning algorithm is model-free and belongs to DRL. It was
proposed in [34]. The algorithm is an active reinforcement method, and its agents policy
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or Q-table are generated on the fly. This table uses state-action pairs to index a Q-value.
This value is described as an expected discounted future reward of taking action and
in a particular state. Thus, every state has an assigned value. This is expressed by Q-
update equations. The Q-learning algorithm exploits off-policy control to maximize the
expected value. It allows isolating the deferral policy from the learning policy. The action
is selected by the Bellman optimal equations and the e-greed policy [34]. The Q-learning
algorithm implicates the agent in the environment (Fig. 1). The agent has a set of states
and actions per state. The agent acts in the environment and gets the rewards.

Fig. 1. Q-learning algorithm training

AI in recent years has made significant progress because of the development of
machine learning, especially deep learning (DL) tools. For example, the DeepMind
team has recently successfully trained an agent using deep Q-learning to play the game
Go, eventually defeating a human professional player. Deep Q-learning belongs to deep
reinforcement learning (DRL), which is widely used to control autonomous robots. The
DRL is an important research field in machine learning and consists of two parts: deep
learning (DL) and reinforcement learning (RL). The RL was proposed by Sutton in
1984 [35], used a reinforcement signal to critique the action, gain experience from the
environment through several trial and error to improve the strategies to adapt to the
environment and achieve good control quality. The neural network tries to predict the
action based on the environment. Thus, the neural network is getting states as input. The
expected action is the output of the neural network.

In this paper, the Deep Q-learning algorithm was challenged to navigate the vessel
through other vessels or obstacles. According to the restrictions mentioned above, the
Q-learning algorithm simulates vessel control. Thus, the non-human expert can be used
to train to maneuver in the vicinity of other vessels and obstacles. The reward system
was used in the environment of learning. The agent is rewarded when the vessel reaches
the point of destination. In this environment, the agent (in our case – the vessel) tries to
learn to maneuver through obstacles. The agent has two primary purposes: to achieve the
destination position and do not appear in the same position with obstacles at the same
time. In our experiment, the obstacle moves like other usual vessels in marine traffic.
Thus, the agent should plan the moves in a dynamic environment.
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5 Results

The proposed experiment was conducted on the 5 × 5 grid. The agent has space for
four possible actions. The experiment consisted of episodes. In these episodes, the agent
tried to learn about the environment and solve the maneuvering/ optimization problem.
Therefore, the episode consisted of one agent, one obstacle, and a point of destination.
However, the main goal of the agent is to reach the destination point. The environment
is dynamic. Thus, the obstacle could move independently along the grid. Moreover, the
position of the obstacle is chosen at random in every episode. If the agent reaches the
point of the destination, it yields a reward of 1. If the agent makes a collision with an
obstacle, it causes a penalty. The agent should learn to navigate through various obstacles
or other moving vessels. Furthermore, the agent should predict the next position of the
moving obstacle to avoid the collision. The examples of situations for q-learning are
presented in Fig. 2: a – initial state, b – some intermediate state. A hexagon denotes the
agent. Square denotes the destination. Rhombus denotes the obstacle. Arrows denote the
direction of motion. The motion of the agent starts from the left upper corner and tries
to reach a square, as shown in Fig. 2.

Fig. 2. Examples of the episodes for Q-learning agent training: a) – initial state, b) intermediate
state.

The agent and obstacle move non-stop. The agent is self-training to avoid obstacles
and other vessels. If an agent successfully reaches the destination, it gets 1 point of
reward. If the agent collides with an obstacle, the penalty of 1 point is subtracted. If
the agent reaches the point of destination with collision, it fails to learn the episode.
The agent should reach the destination point in 25 steps. Otherwise, it fails – returns 1
point of reward. The Q-learning made a lookup table (Q-table) of maximum expected
rewards at each state. The Q-table guides agent for the best action at each state. The
environment initially generates an obstacle in a random place in every episode. The
randomly generated obstacle makes learning tasks as close as real situations.
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After every episode, the agent collects information about the environment. This
information is used to find an optimal strategy to achieve the goals. This exploration
is called the decaying Epsilon exploration method. The decay of Epsilon expresses
the progress of the optimal strategy. The Epsilon decay method tries to decrease the
percentage of exploration for an optimal strategy. So, the decaying process is representing
this. As shown in Fig. 3, the agent improves the strategy in every episode.

Fig. 3. Epsilon decay progress depending on episodes

Another essential parameter that allows us to evaluate the training progress is the
number of successful episodes. The results are given in Fig. 4. During the first steps, the
agent does not achieve good performance. However, the performance achieves better
results with every later step.

The agent starts learning for possible actions in the environment (Fig. 5). The primary
episodes endure quite long because the agent tries to find the point of destination. This is
the reason for insufficient learning progress. After 50 episodes, the agent achieves 41,18
% precision. Respectively, after 100 episodes, achieve 49,5% precision. The agent is
learning continuously about the environment and available actionwith a growing number
of episodes. The further, the better the results agent performs (see Fig. 6). The agent
reaches about 90% after 1500 episodes.
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Fig. 4. Agent learning progress. a) after 50 episodes, b) after 100 episodes

Fig. 5. Agent learning progress

6 Discussions and Conclusion

For the sake of clarity, the experiment was done in a simplified environment as compared
to the real marine traffic. The main problem is the distance/time complexity when a
Deep Q-learning algorithm is applied to navigate in a real environment. Due to learning
limitations, the Deep Q-learning algorithm cannot operate in a wide area. Moreover,
in marine traffic, the decision on further action is stretched in time. Deep Q-learning
algorithm tries to find a decision in each step despite on necessity of the action. Therefore,
the best is to switch on the Deep Q-learning decision algorithm when it is necessary
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– maneuvering starts or a dangerous situation appears. After detecting a dangerous
situation at an appropriate distance, the Deep Q-learning algorithm could successfully
be applied to make a decision to solve a safe maneuvering problem in such a situation.

The goal of this paper was to disclose the capability of a Deep Q-learning algorithm
to navigate throughmarine traffic. TheDSSwas realized tomake the decision and control
the vessel through the agent. It is shown that amarine navigation control basedon the deep
reinforcement learning algorithm is capable of avoiding obstacles or, accordingly, the
vessel in marine traffic. The proposed network was trained by the reward system. Thus,
this reward system could be adopted for more complex learning. The agent is trained
by a randomly generated obstacle. It allows the agent to reach about 90% accuracy.
The demonstrated agent could act as a decision support system in real marine traffic.
Moreover, the Deep Q-learning algorithm could be improved to work in any changing
navigation environment, for example, navigating in severe weather conditions.
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Abstract. With the development of remote sensing technology, hyper-
spectral images that carry both spectral information and spatial infor-
mation have attracted much attention. As a significant task, hyperspec-
tral image (HSI) classification needs to fully extract spectral and spatial
features to better determine the category. However, when extracting spa-
tial features, the difference in object scale often affects the classification
effect. It is difficult to distinguish both larger and smaller objects at
the same time. In this paper, we propose an improved spatial multi-
scale fusion scheme for the spatial extraction network, combining spatial
patches sampled at different scales to achieve the effect of accurately
classifying objects of different sizes. And the entire network is based
on the attention mechanism, following the attention setting of SSAN
(Spectral-Spatial Attention Networks for Hyperspectral Image Classifica-
tion), which makes the network pay more attention to pixels in key bands
and key spaces. The experimental results on the data set Pavia Center
prove that our method has achieved a greater accuracy improvement,
reaching expected performance.

Keywords: Hyperspectral image classification · Multi-scale fusion ·
Spatial patch · Attention mechanism

1 Introduction

Hyperspectral images are different from general images in that they have more
spectral channels. It contains rich spectral and spatial information, and can bet-
ter characterize the internal structure details of objects. This item is widely used
in agriculture, environment, urban monitoring and so on. It is worth mentioning
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that pixel-level hyperspectral image classification is the basis of these appli-
cations. Each pixel in the image is a high-dimensional vector. Such abundant
spectral information provides many meaningful and distinguishable features for
classification, but the dimensional curse [1] (Hughes phenomenon [2]) and the
finiteness of the data size also bring difficulties to judge the class. Therefore,
feature selection [3] and feature extraction [4] were proposed to alleviate this
problem by dimensionality reduction. Among them, PCA (Principal Component
Analysis) [5] is an effective feature extraction method.

In addition, because hyperspectral images are greatly influenced by condi-
tions such as environment, atmosphere, and illumination, the same object may
have different spectral features, and objects that are not identical may have
similar spectral information [6]. This spectral heterogeneity makes Classification
cannot only consider spectral features. Moreover, more and more fine spatial
resolution also makes it necessary to study a small part of the pixel patch [7].
Therefore, the paper by M. Fauvel et al. took space into consideration [8], but
the handcrafted features represented by EMPs [9] in the early days were too
dependent on empirical knowledge, and the extracted features were relatively
primitive, so deep learning methods that are more in line with end-to-end char-
acteristics and have deeper features replaced handcrafted method. The robust
features extracted by deep learning methods can more effectively deal with spa-
tial complexity and intra-class variability. However, early deep learnings ways
(such as SAE [10] and DBN [11]) have a large number of fully connections,
numerous parameters, which destroy the original spatial structure. Therefore,
the CNN with fewer parameters and more suitable for space is used to extract
spatial features. On the other hand, for the reason that the adjacent channels
of the spectral vector of a pixel are highly dependent and similar, it is suitable
to use RNN to extract spectral features, and the value of a channel is related to
the previous and subsequent channels, so the Bi-RNN become the final choice.

Fig. 1. SSAN architecture diagram.

SSAN [12] uses the attention mechanism in terms of the reason that different
spectral channels have different contributions to category information. Similarly,
different pixels in the space around the central pixel also have discrepant effects
on the classification of the center point, so it’s a natural thought of the attention
mechanism. As in [13], this mechanism can increase the weight of the parts that
are helpful for classification, and reduce the weight of irrelevant parts, just like we
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need to focus when taking pictures, so focusing on the main area will remarkably
increase classification efficiency and accuracy. SSAN makes full use of attention,
but does not consider that objects of different scales in the image will bias the
judgement result. Some objects are larger, and a larger sampling patch is needed
to capture more structural features related to it, so as to better judge the class
of the pixel at the center; some objects will be tiny, but large patches will be
sampled to some redundant, irrelevant information. This information doped into
useful information, which is not conducive to classification, so relatively smaller
pieces is the goal at this state. Therefore, when extracting spatial features, the
selection of patches and the grasp of object scales matters.

Inspired by SSAN, this paper fully considers the influence of patch. The orig-
inal patch only uses a fixed scale. Obviously, it cannot take care of objects that
are too large or too small. Therefore, we use three types of patches for sam-
pling, which are suitable for large, small, and medium-sized objects. According
to the classification accuracy of the final test, the probability values of these
three patches are fused. It can also be said that a simple attention mechanism
is used here. For a particular category, the classification value of which patch is
better to distinguish this category has greater weight, that is, to make it more
effective when encountering objects in this class.

Innovation of this paper:

1. On the basis of SSAN, multi-scale fusion of sampling information of differ-
ent spatial patches is added, and this fusion itself also has the idea of atten-
tion, which makes the classification network more robust to objects of various
scales.

2. The idea of combining scale mechanism and attention mechanism is proposed,
which will continuously optimize network performance.

The remaining part of this paper is structured as follows: Sect. 2 mainly
introduces the SSAN algorithm that is the source of the improvement of the
article and explains the principle of the multi-scale mechanism. Section 3 begins
to focus on describing our new method of combining scale fusion. And the display
and analysis of experimental results will appear in Sect. 4. Section 5 summarizes
the paper again.

2 Related Work

This chapter briefly introduces the SSAN algorithm and multi-scale mechanism.

2.1 SSAN Algorithm

As a method to be improved, here is a general description of the algorithm.
When extracting spatial features, due to the large number of hyperspectral image
channels, PCA is used for dimensionality reduction first, and several channels
that can cover most of the information are taken. Finally, the original image
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is transformed into a picture with only four channels and used to input into
the subsequent spatial sub-network. Similar to SSUN [14], this algorithm also
integrates the spectral feature extraction network and the spatial feature extrac-
tion network into one network, and the final feature is the combined spectral-
spatial feature, which is advantageous to the joint optimization of the network.
In addition, different from integrated networks (such as 3D-CNN [15]) and pre-
processing-based networks (such as [16]), it is a post-processing-based network,
which is to generate high-level networks through two sub-networks. Then the two
features are fused in a fully connected layer (stacking the two feature vectors)
to generate a combined spectral-spatial feature, and finally they are classified.
See Fig. 1 for details.

This algorithm adds the attention mechanism to both sub-networks. The
attention here is the same as the mechanism in the paper [13], which multiplies
different weights on elements with different contributions. The Bi-RNN model
with attention is used in the network for extracting spectral features. This model
includes a forward GRU and a backward GRU layer, which can fully take into
account the relationship between a channel and its upper and lower channels.
The attention weight is obtained through a layer of neural network, and then the
attention weight is multiplied by the corresponding output, and finally passed
to the fully connected layer.

In the branch of space, the attention mechanism is also used. Different from
the spectral branch, the spatial branch uses the CNN network, and an attention
layer is added before the patch is fed to the CNN to generate the weight matrix.
This matrix indicates where the area that provides useful information is. The
larger the weight, the more similar it is to the central pixel (that is, the pixel to
be classified), the closer the relationship, and the greater the probability of being
from the same class. These places and the intermediate pixels form the internal
details of a certain type of target, making the features easier to distinguish.

Finally, the features of the two sub-networks are stacked and fed into the
fully connected layer to learn joint features and effectively achieve classification.

2.2 Multi-scale Mechanism

In the image field, whether it is object detection, instance segmentation, or
hyperspectral image classification, there will be scale problems. This problem is
unavoidable in this general direction, because our goal is nothing more than to
determine the class of pixels or objects, but different categories have wide range
of changes in measurement, which will undoubtedly increase the difficulty of our
classification. Many studies have given their own feasible paths for scale prob-
lems. For example, in the field of object detection, for the situation that the range
of the objects scale in the picture is too large, there have been image pyramids,
feature map pyramids, feature map multi-scale fusion and other solutions.

The hyperspectral image classification is different from other problems in that
it will have a scale problem when sampling the pixel patches around the pixels. It
is particularly necessary to select a suitable patch for objects of different scales.
Because only patches with enough coverage of the corresponding object of the



Multi-scale Fusion with Attention 63

pixel and few other types of noise can accurately grasp the information and not
miss informative places, such classification accuracy will have a big leap.

3 Proposed Method

This chapter focuses on the method proposed in this paper with motivation.

Fig. 2. The framework of the fusion model is shown in the picture above. Among
them, the spectral branch network follows the structure and settings in SSAN, and the
focus is on improving the space part. The Spatial Attention part uses a layer of neural
network to calculate the weight of different pixels in the patch, which represents the
information density of different pixels. W1, W2, and W3 in the figure are the weights
of the predicted probabilities for the three patch sizes respectively.

3.1 Switch Different Sizes of Patches

The patch used in SSAN is 27 × 27. If this specification is compared with
windows of other sizes, the OA, AA and Kappa values corresponding to the 27
× 27 model in Table 2 are all higher than other models after the experiment. So
it is obviously the best, which shows that it is close to the patch size of as many
pixels to be classified as possible. It is suitable for situations where the size of
the target class is not much different and the variance is small. However, there
are some extreme cases, such as a certain class is too large or too small, that
is, it is too far from the average of the sizes of many classes. In this situation,
the 27 × 27 window will not have better classification accuracy for these classes.
In order to see if there is a big difference in size among the nine categories in
Pavia Center, we took three windows with specifications of 24 × 24, 27 × 27,
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and 30× 30. Experiment with them separately, and save the accuracy of their
screening of each class and their probability of predicting each class during the
test (that is, the probability after the softmax layer).

3.2 Multi-scale Fusion

As shown in Fig. 2, three sampling patches of different sizes represent the three
models. Assuming that the model is represented by Mi (where i = 1, 2, 3), the
accuracy of the i-th model for class j (where j = 1, ..., 9) is aij , the probabil-
ity of predicting different categories for a certain pixel target is pij , where the
probability is the judgment of the network model for the pixel category, and the
category with the highest probability is the prediction class. In order to fully
combine the classification advantages of the three specifications for objects of
different sizes, we further processed the final predicted probability, which is the
fusion part.

The combination of three scale advantages is achieved by multiplying the
weight by the predicted probability. Specifically, for the case of (i, j), the cor-
responding weight is calculated in Eq. (1), that is, the accuracy of the current
model is divided by the accumulation of the accuracy of all models for this class.
In order to obtain the final probability P predicted by the fusion model, Eq. (2)
is used to achieve weighted accumulation. The above formulas are here (Where
pi = {pi,1, pi,2, ...pi,9}):

Wi,j =
aij

∑4
s=1 as,j

(1)

P =
4∑

i=1

Wi · pi (2)

Figure 2 completely shows the network structure of the whole idea. In this way,
the model corresponding to the patch size with higher classification accuracy for
a certain class has a larger weight, and then it has a larger proportion of the
probability of predicting the class, so that the class with the highest probability
is more likely to be the correct class. In fact, when you think about it carefully,
this fusion method also implies the idea of attention. This fusion mechanism
focuses on highlighting the effect of better size models for different classes, and
strives to avoid the negative effects of models with poor usefulness, and finally
makes the detection accuracy has been boosted.

4 Experiments and Analysis

4.1 Experimental Setup

The data set used in this article is the Pavia Center data set. The data set is
made by ROSIS sensors. It has 115 bands. After 13 noise bands are deleted,
102 useful bands remain. The original resolution of the picture is 1096 × 1096,
which becomes 1096 × 715 after removing the 381-pixel black band. There are
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nine objects in this data set: lawn, water, brick, tree, tile, shadow, bitumen, and
asphalt. In the setting of the number of training set, validation set and test set,
we continue to inherit SSAN, as shown in Table 1.

Table 1. Pavia center dataset’s experimental data settings

Label Class name Labeled (training) Validation (training) Testing

1 Waters 100 100 65,771

2 Trees 100 100 7398

3 Asphalt 100 100 2890

4 Self-blocking bricks 100 100 2485

5 Bitumen 100 100 6384

6 Tiles 100 100 9048

7 Shadows 100 100 7087

8 Meadows 100 100 42,626

9 Bare Soil 100 100 2663

Total 900 900 146,352

In terms of parameter setting, many of the parameters in the 27 × 27 model
have been used in SSAN. A total of 10,000 epochs have been trained. The size
of a batch is 128, and the number of blocks in Bi-RNN is still set to 512. But
here the learning rate is reduced to 1e−4, and the initialization weight of the
subsequent convolutional network in the spatial branch was changed from 1 to
0.1, and also reduced the regularization coefficient of the spatial attention layer
weight to 8e−6. These changes make the model more accurate although the
convergence speed is reduced, 10,000 epochs can guarantee the final convergence
of the network. Moreover, the initial values of the filter and bias of the spatial
network are obviously approached to zero, and the regularization coefficient is
also reduced. For the characteristics of the convolutional network and the single-
layer Attention network, it is obviously more helpful to avoid the appearance of
convolutional network overfitting and the occurrence of insufficient fitting with
Attention layer.

4.2 Analysis of Experimental Results

The experimental results are presented in Table 2. First observe the test results of
the 27 × 27 model experiment. We will find that the accuracy of the model for the
second, fifth and seventh categories is 94.81%, 96.17% and 94.71% respectively,
which is obviously not as good as other categories. But what is surprising is
that the 30 × 30 model has an accuracy of 96.22% for the second category,
and the 24 × 24 model has an accuracy of 99.19% and 98.19% for the fifth and
eighth categories, which shows that different patch model has obvious diversities
in the classification effects of different classes, which also proves our previous
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(a) Original image (b) Ground Truth (c) 24×24

(d) 27×27 (e) 30×30 (f) Fusion

Fig. 3. Figure a is the original remote sensing image of the Pavia dataset. And figure
b is the color map after completely successful classification (that is, the ground truth).
Figure c to Figure e are the color maps of three single-size models, and figure f is
the color map after our multi-scale algorithm classification. It can be seen that its
classification effect is significantly better than the previous model.

Table 2. Classification performance of different models on the Pavia center data set

Label Class name “24 × 24” model “27 × 27” model “30 × 30” model Fusion model

1 Waters 99.67 99.55 98.94 99.76

2 Trees 95.14 94.81 96.22 97.23

3 Asphalt 94.92 98.72 94.99 98.37

4 Self-blocking bricks 99.88 99.92 99.92 99.92

5 Bitumen 99.19 96.17 96.21 98.00

6 Tiles 93.75 98.26 98.02 98.66

7 Shadows 98.19 94.71 95.80 98.14

8 Meadows 98.48 98.71 98.67 99.02

9 Bare Soil 100.0 99.62 100.0 99.92

OA 98.55 98.59 98.35 99.17

AA 97.69 97.83 97.64 98.78

Kappa 97.94 98.00 97.66 98.82

statement, that is, the classification effects of fixed-size patches on objects of
different sizes are distinctly divergent.

After training the three models, start testing them. At the same time, we
saved their prediction probabilities for these classes. After the test, we also saved
their accuracy for subsequent calculation of weights. Then perform weighted
fusion, and finally calculate the accuracy of the fusion. It can be seen that the
accuracy of most classes is improved compared with the previous single-size
model. In particular, the previous three categories with poor 27 × 27 classifi-
cation have been greatly advanced in our scale fusion model. In addition, OA
(overall accuracy), AA (average accuracy), and Kappa (Kappa coefficient) are
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Table 3. The comparison with the previous method on the Pavia center data set

Class name KNN Spec-SVM EMPs-SVM CNN CNN-PPF SSAN Our fusion method

Waters 99.15 99.34 99.65 99.52 99.77 99.55 99.76

Trees 88.76 94.49 95.83 94.32 95.04 94.81 97.23

Asphalt 76.32 96.15 97.80 96.88 97.44 98.72 98.37

Self-blocking bricks 81.92 96.57 99.07 98.26 99.11 99.92 99.92

Bitumen 86.39 96.67 95.59 95.73 96.75 96.17 98.00

Tiles 91.44 96.02 96.56 96.52 98.82 98.26 98.66

Shadows 81.31 91.37 93.79 93.56 93.69 94.71 98.14

Meadows 93.67 97.58 98.18 98.11 98.72 98.71 99.02

Bare Soil 97.18 99.88 99.62 99.62 99.92 99.62 99.92

OA 92.66 97.34 98.02 98.23 98.45 98.59 99.17

AA 88.22 96.69 97.16 97.29 98.28 97.83 98.78

Kappa 90.13 97.72 97.47 97.54 97.88 98.00 98.82

used here to measure the classification effect. The experimental results show that
the three measurement standards of the fusion model are significantly higher
than the three single-size patches. In Fig. 3, you can see the intuitive effect of
the comparison of several models. Obviously, our fusion model is better than
other situations.

In addition, this paper compares some previous experimental methods with
ours. The results are shown in Table 3, it is obvious that our results are better.

5 Conclusion

The method proposed in this study is to combine multi-scale fusion and atten-
tion mechanism, because both methods can obviously improve the classification
performance of hyperspectral images. Therefore, based on the SSAN algorithm
that has done a good job in attention, this article adds a scale fusion mechanism.
According to the spatial feature extraction network, the size of the image patch
sampled around the center pixel (pixel to be classified) in the network turns the
original model into three networks of different sizes. And according to the test
performance of these networks, the weights for different classes are calculated.
Finally, the multi-scale fusion mechanism is achieved by weighting the predicted
probabilities of different networks, and the target effect is further optimized on
the basis of the attention mechanism.

Subsequent research can continue to innovate the attention method thor-
oughly. In addition, it is possible to consider a simpler scale method from the
perspective of speed, so that more innovative attention mechanisms can be com-
bined with different multi-scale methods to obtain more efficient results. And
we will consider different fusion rules (such as Choquet and Choquet-based inte-
grals), and use it as future directions. This is our next step to explore ideas.
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Abstract. The aim of the work is to verify the possibility of improv-
ing the selection of taxpayers to be inspected through projections of the
results of future audits, based on the results of the inspections already
carried out. The analysis of information about the process, obtained from
the auditors involved in the selection of taxpayers and in the inspection of
companies, allowed the selection of the variables used in the models, and
the literature review allowed to define the techniques and tools necessary
for their creation and training. The research generated predictive models
of logistic regression and neural networks, whose forecasts identified sets
of companies that correspond to approximately half of the audited com-
panies and account for more than 80% of the credit constituted (89% in
the case of the model neural network), of so that these models have the
potential to optimize the application of available resources and maximize
results, assisting in the selection of indications of irregularities and fraud
with greater potential for the constitution of the due credit.

Keywords: Data mining · Predictive models · Logistic regression ·
Neural networks · Tax frauds

1 Introduction

The relationship between the State and citizens has changed throughout human
history, but some aspects go back to antiquity, such as the obligation to pay
taxes, the existence of government structures for collecting them [2] and the
perception that the tax burden must be compatible with the current reality.
There are records of tax reforms resulting from an excessive tax burden where
these 3 aspects can be identified in the 23rd century BC [15], in Sumeria.

On the other hand, the purpose of state taxes and obligations has under-
gone major changes over time. The Enlightenment ideas, concepts of resource
redistribution, promotion of fair competition, valuation of clear rules and right
of appeal were incorporated into the tax relationship [2].

However, neither the age of the topic nor the importance of taxation for
public finances and for the community itself guarantees the payment of taxes
due. The evasion is a complex phenomenon related to economic, ethical and
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cultural aspects. In Brazil, tax defaults are related to the continuous increase
in the tax burden, the complexity of the tax system, the feeling that public
spending is not efficient and the perception that it is possible for defaulters to
escape punishment [17].

To combat tax evasion, the legislation imposes on the taxpayer a series of
ancillary obligations that involve the delivery of information in digital media to
the tax authorities. In the 1990s, taxpayers delivered only one file per month,
with summarized tax information, several changes occurred over the years and
from 2018 the use of non-electronic invoices was prohibited. Currently, invoices
and books of all commercial operations are sent to the Tax Authorities in struc-
tured layouts and this information is the main input for the detection of fraud.
Data is processed to detect signs of irregularities using data mining techniques,
and improving the techniques used is part of an ongoing process.

As part of this process, this work aimed to verify if the use of predictive
models, based on machine learning, could be used to improve the step of selecting
the signs of irregularities to be inspected.

This article is organized in 5 parts: Sects. 2 presents the theoretical reference;
the research method is covered in the Sect. 3; Sect. 4 presents the results achieved
in a case study; and Sect. 5 brings the conclusions.

2 Data Mining Process

Data mining allows you to explore a large amount of data in search of patterns,
such as association rules or time sequences, and allows you to detect the existence
of systematic, implicit, previously unknown and potentially useful relationships,
serving both to understand the data and to do predictions [13,22]. The use of
algorithms to extract data patterns is a specific step in the process of discovering
useful knowledge from the data, Knowledge Database Discovery (KDD) [5].

In this work, the supervised learning strategy was adopted, which aims to
learn a mapping of inputs and outputs of previously labeled pairs, the inputs
are related to the characteristics of the previous inspections and the outputs
correspond to their results [12,13,19].

2.1 Modeling

The choice of the algorithm to solve a specific problem is almost an art, given
the variety of existing algorithms and considering that there is no algorithm that
solves all problems, since “each technique usually addresses some problems are
better than others” [5]. The option to use logistic models and neural networks,
based on machine learning, in this paper was driven both by the volume and
complexity of the data involved and by the fact that the methodology was used
for similar purposes, with works on financial data processing [4], tax fraud [3,7],
classification [9], and credit risk classification [12].
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Logistic Regression. Regression analysis is a statistical technique that allows
to infer and model the relationship of a response dependent variable with
explanatory variables. It is widely used and often misused by developing statis-
tics between variables that are not completely related in the sense of cause and
effect [14]. The design of experiments is pointed as a way to determine cause and
effect relationships and, thus, avoid this problem [14].

Logistic regressions are used when the response variable is categorical, pre-
senting a quality, such as “success” and “failure”, which can be associated with
values 0 and 1 and can be treated as the result of a Bernoulli test. For cate-
gorical independent variables, it is necessary to create dummy variables for each
category (binary conversion) [14,22], and the values obtained for the dependent
variable will always be between 0 and 1, results above 0.50 are classified as an
event, by convention.

Neural Networks. Artificial neural networks are computational models
inspired by the human brain, whose inputs are analyzed by processing units
connected together to transmit information, such as brain neurons [8,13]. Per-
ceptrons are arranged in layers, each layer can have several perceptrons and each
network several layers, however there are limitations in practical terms related to
the increase in the size of the networks, both due to the complexity and the pro-
cessing time [6,13,22]. Despite the wide use and the known advantages, dealing
with neural networks involves some aspects that deserve to be highlighted:

– Theoretical understanding: the underlying theory of deep learning methods
is not well understood, there are doubts about which architectures would
perform better, how many layers or how many nodes per layer are suitable
for a given task [8].

– Time complexity: the larger the network, the greater the computational
resources needed the longer the network takes to provide an output [8].

– Overfitting: when training models some specific noise for the training data
set and not just the general patterns in the data, the model is ineffective to
predict new results. This problem usually occurs when using a limited set of
data, and possible solutions include cross-validation and other strategies [5].

– Convergence to local minimums: in some cases the network does not achieve
an efficient adjustment of the weights because the weights converge to the
local minimums. However, recent theoretical and empirical results strongly
suggest that local minimums are not a serious problem in general [11].

To combine use of neural networks with other resources is as a way to deal
with the uncertainties associated with the use of neural networks [8,10,21]. In
this article, the use of neural networks and logistic regression was adopted to
deal with such uncertainties.

2.2 Results Assessment

The confusion matrix is the cross tabulation between the true classification and
that predicted by the trained model. The correct classifications are true positives
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(TP) and true negatives (TN), and the incorrect are false positives (FP) and
false negatives(FN). The model’s quality measures (accuracy, recall, precision
and F1 Score) consider both the correction per class of response and the general
correction [22].

3 Methodology

This applied and exploratory research involved a literature review and a case
study. The R software was used to generate the models.

3.1 Literature Review

Articles related to machine learning [1,9,12] and the use of data mining models,
such as logistic regression [3,18,20] and neural networks [16] were analyzed,
for different applications, including in the areas of financial [4,9] and tax fraud
detection [7,23]. Although none of the articles has exactly the same scope as this
research, which focuses on incorporating predictive data mining models in the
process of selecting signs of tax fraud to be inspected, they do contribute to the
choice of the methodology and techniques used.

3.2 Information and Data Analyzed

Information on the selection of taxpayers to be inspected was obtained in meet-
ings with the auditors responsible for the activity. To assess the possibility of
obtaining comparison standards between types of inspections based on the opin-
ion of the auditors, a questionnaire was applied on the characteristics of 20 types
of inspections, the result of which is shown in the case study.

Table 1 presents the variables created from the characteristics of taxpayers,
tax inspections and the value of the infraction notices(IN).

Table 1. Dummy variables for main economic activity

Group of variables Qty.Dummy variable

Input Main economic
activity

6 VCme(Trade); VCmu(Communication); VInd(Industry);
VTran(Transport); VServ(Services); Vatacado(Wholesale)

Input Location 10 VlBra(Braśılia); VlBrz(Brazlândia); VCei(Ceilândia);
VlBan(Bandeirante); VlPla(Planaltina);VlSob(Sobradinho);
VlGam(Gama); VlTag(Taguatinga);VlSia(Sia); VlOut(Other)

Input Inspection type 4 VDil(Specific investigation); VAud(Audit)
VAec(Concentrated audit); VMon(Monitoring)

Input Algorithm 17 VAfi; VAli; VAnt; VAut; VCar; VCer; VCre; VWal; VReg
VOut; VCst; VDel; VImo; VLos; VMis; Vecf; VSub

OutputValue of the IN 6 VN1;VFinedQQ (categorical); VN3;VFinedN3(categorical)
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The analyzed data are stored in the corporate systems. Dummy vari-
ables were created to replace categorical variables, output variables VN1 and
VfinnedQQ are used for IN of any value, and VN3 and VfinnedN3 for IN above
R$ 1 million.

4 Data Analysis - Case Study

Table 2 presents the annual collection of taxes on transactions with goods
(ICMS) and services (ISS), the amounts charged in the infraction notices drawn
up, including taxes and fines, and the comparison in percentage terms.

Table 2. ICMS and ISS: Tax revenue collected x Infraction notices (IN) (R$ thousand)

Year Tax revenue IN %

collected Values

2009 4,892,566 922,166 19%

2010 5,543,231 1,089,976 20%

2011 6,171,451 1,175,278 19%

2012 6,821,347 534,151 8%

2013 7,502,109 1,953,460 26%

2014 8,228,595 2,528,881 31%

Year Tax revenue IN %

collected Values

2015 8,281,246 1,505,878 18%

2016 9,226,484 1,002,480 11%

2017 9,550,407 1,750,887 18%

2018 10,041,904 1,140,136 11%

2019 10,189,433 1,821,393 18%

Total 86,448,773 15,424,686 18%

Although the amount of the tax assessment notices issued in the period is
significant when compared to the amount collected, many tax lawsuits are closed
without the assessment notices being assessed (55%), as shown in Table 3.

Table 3. Dummy variables for type of inspection

Type of inspection Performed IN drawn up IN Values VAec VAud VMon

Concentrated audit 4,057 2,864 6,335,670,423.03 1 0 0

Audit 841 620 6,049,841,529.42 0 1 0

Monitoring 3,402 238 262,600,632.84 0 0 1

Total 8,300 3,722 12,648,112,585.29

These occurrences, combined with the fact that many signs of fraud are not
inspected due to lack of human and material resources, drive the constant search
for improvement in the choice of taxpayers targeted by the inspection.

Thus, predictive models were created to compare the results of previous
inspections and the characteristics of the companies inspected, in order to look
for possible hidden patterns that allow improving the future selection of taxpay-
ers to be inspected, as shown in Fig. 1.
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Fig. 1. Predictive models in the tax information treatment process

4.1 Data Understanding

A graphical analysis was performed comparing IN values and quantities by eco-
nomic activity, location and type of tax action, but such analysis did not allow
to find a pattern between these characteristics and the results of the inspections.
The frequency distribution of the IN value takes the form of the chi-square curve
with two degrees of freedom.

The questionnaire was answered by 68% of the auditors, however only 2 types
of tax actions had one of the characteristics evaluated by more than 50% of the
auditors. Thus, it was not possible to establish comparison standards for the
selected characteristics based on the auditors’ perception, and these data were
not incorporated into the models developed.

4.2 Logistic Regression Models

Logistic regression was used to search for relationships between data entries
(taxpayer characteristics and evidence of fraud) and outputs (invoices) to make
predictions of the output category for new entries.

The following models were analysed:

– LRM1: dependent variable presents 1 for infraction Notices of any value and
0 for “Not Fined”, all records are used (8.300 observations);

– LRM2: dependent variable presents 1 for infraction Notices above R$ 1 million
and all records are used;

– LRM3: dependent variable presents 1 infraction Notices of any value and only
records related to concentrated audits are used (4,057 observations);

– LRM4: Infraction Notices above R$ 1 million, only concentrated audits.

The functions glm, train, predict and create partition of R Software were used
and the cross-validation technique was implemented (3/4 for training and 1/4
for validation). The confusion matrix was constructed and the forecasts made
compared to the real value of the infraction notices drawn up in order to observe
which portion of notices would be kept and which would be lost if the predictions
had guided the decision to inspect the company or not.
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Results of Logistic Regression Models. Table 4 shows the comparison
between the predictions made and the actual result of the tax actions.

Table 4. Value of the infraction notices drawn up x predicted infraction notices

Model VFinedQQ Value of infrac.

notices

Qty.

taxpayers

Total

taxpayers

% Value % Qty

Predicted Performed

LRM1 Fined Fined 2,189,971,868.17 719 878 83.93 42.33

Not Fined 0 159

Not fined Fined 419,106,935.39 211 1,196 16.06 57.66

Not fined 0 985

LRM2 Fined Fined 1,022,390,825.27 100 145 32.40 6.99

Not fined (*) 0 45

Not fined Fined 2,132,983,197.4 214 1,929 67.60 93.00

Not fined (*) 0 1,715

LRM3 Fined Fined 1,135,119,762.29 656 785 90.10 77.42

Not fined 0 129

Not fined Fined 124,850,505.5 60 229 9.90 22.58

Not fined 0 169

LRM4 Fined Fined 668,422,469.22 109 162 48.85 15.99

Not fined (*) 0 53

Not fined Fined 592,020,681.15 128 851 43.26 84.00

Not fined (*) 0 723

(*) individual values less than R$ 1 million were considered equal to zero.

The predictions of the LRM1 model imply maintaining 83.9% of the value
of the infraction notices drawn up and avoiding 1,196 inspections carried out
(57.66%), while the LRM3 model reaches 90.10% of the value and avoiding 226
inspections.

Table 5 shows the result of the confusion matrix for each model and, in the
last column, the result of the analysis made in Table 4 (percentage of the values
of the infraction notices maintained).

Table 5. Logistic regression models

Model Accuracy Recall Precision F1 Score % Value

Name Type of inspection Value IN

LRM1 Every type All 81.43% 93.76% 72.72% 81.91% 83.93%

LRM2 Every type 1 million up 87.51% 31.84% 68.96% 43.57% 32.40%

LRM3 Concentrated audit All 81.36% 91.62% 83.56% 87.40% 90.10%

LRM4 Concentrated audit 1 million up 82.13% 45.99% 67.28% 54.63% 48.85%

The percentage of value maintained is low (below 50%) when considering
only the tax assessment notices above R$ 1 million (LRM2 and LRM4).
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4.3 Neural Network Models

The h2o.deeplearning and h2o.predict functions were used to create four models
of neural networks that have the same dependent variables and characteristics of
the evaluated logistic regression models. All models use 2 hidden layers and 1000
training epochs, because they showed less variation between tests than 1 hidden
layer models and tests using 10,000 epochs did not show significant variations.

Results of Neural Network Models. Table 6 presents the comparison
between the predictions made and the actual result of the tax actions.

Table 6. Value of the infraction notices drawn up x predicted infraction notices

Model VFinedQQ Value of infrac.

notices

Qty.

taxpayers

Total

taxpayers

% Value % Qty

Predicted Performed

NN1 Fined(1) Fined(1) 2,683,902,509.29 829 1,040 89.57 50.14

Not fined(0) 0 211

Not fined(0) Fined(1) 312,322,526.79 101 1,034 10.42 49.85

Not fined(0) 0 933

NN2 Fined(1) Fined(1) 1,404,118,707.31 140 226 47.89 10.89

Not fined(0) (*) 0 86

Not fined(0) Fined(1) 1,527,726,055.73 174 1,849 52.1 89.1

Not fined(0) (*) 0 1,675

NN3 Fined(1) Fined(1) 1,516,644,057.63 627 775 86.52 76.42

Not fined(0) 0 148

Not fined(0) Fined(1) 236,219,363.58 89 239 13.47 23.57

Not fined(0) 0 150

NN4 Fined(1) Fined(1) 662,326,142.33 100 171 54.24 16.84

Not fined(0) (*) 0 71

Not fined(0) Fined(1) 558,647,142.04 138 844 45.75 83.15

Not fined(0) (*) 0 706

(*) individual values lower than R$ 1 million were considered equal to zero.

Table 7 summarizes the evaluation of neural network models.

Table 7. Neural network models

Model Accuracy Recall Precision F1 Score % Value

Name Type of inspection Value IN

NN1 Every type All 85.08% 89.00% 79.96% 84.24% 89.57%

NN2 Every type 1 million up 87.71% 42.35% 64.25% 51.05% 47.89%

NN3 Concentrated Audit All 78.20% 95.39% 78.41% 86.07% 86.52%

NN4 Concentrated Audit 1 million up 80.00% 41.59% 60.73% 49.37% 54.24%

All models of neural networks are highly accurate, however, Table 6 shows
that predictions of the NN1 model imply maintaining 89.57% of the value charged
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avoiding 1,034 inspections (49.85% of the total), while the NN3 model reaches
86.52% of the value and avoids 239 inspections.

The results indicate that the use of the LRM1 or NN1 models would have
allowed the maintenance of more than 80% of the amount charged, with about
half of the inspections.

5 Conclusion

The amount of digital information received by the Tax Authorities, due to the
increasing computerization of procedures related to compliance with tax obliga-
tions, allows a better understanding of the reality of taxpayers and the complex-
ity of their relationships. Converting the data received into useful information
to guide inspection is a constant challenge, much has been done in this regard
and much remains to be done.

Much evidence of fraud is associated with amounts and is traditionally
inspected in decreasing order of these amounts, with priority over other factors,
so that many inspections do not result in collection. As resources for enforcement
are limited, many indications of fraud are not monitored. But it is not possible
to discard the verification of evidence of fraud without a strong reason, at the
risk of weakening the selection process of the companies to be audited.

The search for a scientific method that allows a probability of confirmation
to be associated with the value of the fraud indication to select the most likely
situation to be confirmed aims to optimize the work of the Tax Administration
and maintain an impersonal and technical choice.

According to the results of the study, the application of the resources avail-
able for carrying out the inspection could have been optimized with the use of
predictive models based on the result of previous tax inspections, with promis-
ing results being obtained only for these predictive models whose dependents
the variable received the result ‘success’ when an infraction notice of any value
was drawn up.

Models that use infraction notices of any value have the greatest potential
to optimize the use of available resources, since the actions that would not be
carried out correspond to approximately half of the actions carried out and the
amount of the credit constituted was greater than 80%, on both models. The
linear regression an neural network models that use all inspections (NN1 and
LRM1) have a better result that models that use only the concentrated audit
(NN3 and LRN3), because they present a grater amount of inspections that
could be avoided, and consequently, higher percentage of resources released for
the development of other activities.

The contribution of this research is to open up the possibility of using pre-
dictive models in the process of selecting signs of tax fraud to be inspected.
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Abstract. This article focuses on the implementation of the Hardware-in-the-
Loop technique to evaluate advanced control algorithms to a mobile manipulator
robot that comprised of 3DOF anthropomorphic type robotic arm mounted on
a unicycle type platform. The implementation of HIL includes the use of Unity
3D graphic engine for the development of a virtual environment that allows to
visualize the execution of the movements of the robot through the implemented
control algorithm. In addition, it is considered the kinematic model and dynamic
model of the robot that represent the characteristics and restrictions of movement
of the mobile manipulator robot. Finally, experimental results achieved through
the implementation of the HIL technique are presented, in which the behavior of
the robotic system and the evolution of control errors when executing locomotion
and object manipulation tasks can be verified.

Keywords: HIL · Mobile Manipulator · Algorithm controller · Kinematic ·
Dynamic

1 Introduction

Robotics have evolved in the last decades to the point that it is essential in the industry
for the automation of production lines. Autonomous robots execute repetitive tasks with
great velocity and precision [1, 2]. However, the current challenge in robotics is to
transcend from industrial robotics to service robotics, in which robots are specifically
designed for the service of mankind [3]. Service robotics is a field that focuses on
assisting humans outside the industrial environment. For instance, they can perform
domestic, security, surveillance, and transportation tasks. Service robotics is additionally
an active field of research due to its numerous personal and professional applications.
For example, they can be used as servants, company robots, and nursing aid robots [6].
Other uses of service robots may use multiple actuators; for instance, the cooperative
control of mobile manipulators [4], or human - robot collaboration [5]. Finally, there
are robots specifically designed for a task. In this way, robots can be aerial, aquatic, and
terrestrial, and they can move using wheels, legs, fins, and propellers [7].

There are complex tasks that require both locomotion and manipulation. That is why
new kinds of robots are being developed, which combine both functionalities; they are
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called mobile manipulators [10]. In other words, a mobile manipulator is a mechanic
structure comprised of a robotic arm coupled with a locomotion system [8]. This kind of
robots, therefore, combine the dynamic aspect of the platform with the ability of object
manipulation of the arm [8]. This in turn makes the robot more versatile since it has
more work range and flexibility [9]. Nowadays, mobile manipulators are used in several
fields, providing services like domestic cleaning, personal assistance [11], and working
in the construction and mining industries [12].

Between the techniques used to control a mobile manipulator robot is the execution
of the complete simulation, construction of the robot and the implementation of the
controller in hardware and that developed in recent years; Hardware in the Loop. HIL is
a new alternative for the control of complex physical systems [13], which includes the
development of a real time simulation environment to test processes. For the development
of a HIL environment it is essential to incorporate into software themathematical models
that represent a physical system and physical hardware devices that act as controllers
[14]. In this way, simulation platform is obtained that emulates a real process and at the
same time provides the control unit, electrical signals similar to those obtained from a
real process.

There are several control techniques for mobile manipulators, such as complete
simulation, mechanical construction, and Hardware in the Loop (HIL), which is the
most recent one. The later one is a new alternative for the development of simulation
environments, and the control of complex physical systems [13]. This technique is not
limited to the software representation of the system or the complete implementation,
which can be expensive, but rather it combines the advantages of both techniques. HIL
incorporates themathematical models that represent a physical systemwith the hardware
that control the behavior of the robot [14]. HIL also allows including additional physical
devices that interact with the simulated environment [15]. In this way, a robust simulation
platform is obtained, which emulates a real process and provides control units with
electrical signals that are similar to those of a real process.

In this paper we present the implementation of the technique of Hardware in the
Loop for the autonomous control of a mobile manipulator robot that comprised of a
robotic arm mounted on a mobile platform type unicycle. For the implementation of
the Hardware in the Loop technique, the development of a virtual environment in the
Unity 3D graphic engine is considered [16, 17] that allows to visualize the behavior of
the robot when executing autonomous tasks. The proposed control scheme considers a
cascade system consisting of 2 subsystems. The first subsystem considers a kinematic
controller, while the second subsystem comprises a dynamic compensation to decrease
the velocity and tracking error. Also, it is analyzed the stability and robustness of the
control algorithm proposed through Lyapunov’s theory considering as perturbations
errors in the maneuvering velocities. Finally, several results obtained by implementing
the HIL technique are presented, evaluating the behavior of the control algorithms and
the evolution of control errors, which converge asymptotically to zero when there are
no disturbances and is limited when considering disturbances in the maneuverability
commands.
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This article is presented in 6 sections, including the Introduction. In the second
section, the structure of the HIL environment can be appreciated, as well as the commu-
nication channels. Section 3 shows the kinematic and dynamic modeling of the mobile
manipulator, considering its characteristics and movement restrictions. Section 4 details
the design of the control algorithm, as well as the stability and robustness analysis for
the validation of the controller. Experimental results are shown in Sect. 5, and finally
Sect. 6 shows the conclusions.

2 System Structure

In this section, the structure of the implemented HIL environment is detailed. Figure 1
shows the HIL scheme, which is comprised of three blocks: real time simulation,
communication channel and end hardware.

HIL environment is carried out in the Unity-3D graphic engine, as well as external
resources such as the CAD software, and additional input and output devices. The CAD
software contains the configurations of the real robot and the 3D models of the environ-
ment that resembles a factory where the robot is tested. The virtual environment then
allows visualizing the locomotion and object manipulation actions taken by the robot.

Fig. 1. Hardware in the loop.

Hill technique also allows connecting the virtual environment with additional I/O
devices using a set of scripts. The purpose of the I/O devices is to have visual and auditive
feedback of the proper functionality of the robot. The control algorithm is embedded in
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a low-cost Raspberry-Pi board, which executes and sends the control actions wirelessly
using the ZigBee protocol to Matlab.

The link with Matlab is carried out using a Dynamic Link Library (DLL), which
allows different software to exchange information through sharedmemory. Thismemory
enables introducing the control actions of the mobile manipulator inside the simulation
environment. In this way, the controller sends the proper control actions at a given time,
and receives feedback from the simulation to compute the corresponding error.

3 Mobile Manipulator Robot

This section shows the kinematic and dynamic modeling of a mobile manipulator robot.
The robot is comprised of a mobile platform and a robotic arm, which are consid-
ered as a single robotic system. Those elements also determine restriction and motion
characteristics of the robot.

The kinematics of a robot is given by its position and orientation with respect to its
working environment, the geometrical relationship between its components, as well as
motion restrictions [18]. Figure 2 illustrates the configuration of the mobile manipulator
robot that was used in this work. The point p expresses the position of the robot, h is
the interest point, which represents the position and orientation of the manipulator’s end
effector with respect to the reference frame {R}.

Fig. 2. Configuration of the mobile manipulator robot.

The kinematic model of the robot is obtained by applying the derivative to the end
effector. The position and orientation of the end effector are expressed as a function of
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the position of the mobile platform and the configuration of the robotic arm.

ḣ(t) = J(q)v(t), (1)

where v = [
ḣx ḣy ḣz

]T
is the end effector’s velocity vector, v = [

μ ω q̇1 q̇2 q̇3
]T

is

the robot’s velocity vector, q = [
x y ϕ q1 q2 q3

]
is the position vector, and J(q) is the

Jacobian matrix that stablishes a linear relationship between velocities, and is based on
the rotation angles of the joints in the manipulator [18].

Robot characteristics and motion restrictions are represented by the Jacobian matrix.
For instance, motion restrictions are given by:

ẋ sin (ϕ) − ẏ cos(ϕ) + aω = 0, (2)

where ẋ and ẏ are the velocities of the mobile platform over the x and y axis, a is a
constant that defines the distance between the base of the robotic arm and the mobile
platform point p of coordinates (x, y), andω represents the angular velocity of themobile
platform with respect to the z axis. All of this in relationship with the reference frame
{R}.

On the other hand, in order to determine the motion characteristics of the mobile
manipulator at executing tasks, it is important to define the dynamics of the robotic
system. This is carried out using the Euler-Lagrange proposal, given by:

L = K − P, (3)

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= τ, (4)

whereL is theLagrange function,which defines the balance betweenkinetic and potential
energies of the different elements of the robot, and τ is the torque vector applied to the
robot, i.e. the torque due to the translation and rotation of the robot. By associating (3)
and (4), the matrix model (5) is obtained. It contains all the forces generated by the robot:

M(q)v̇(t) + C(q, q̇)v(t) + g(q) = f (t), (5)

using (5), the motion equations of the actuators are included, as well as the robot’s
configuration. In this way, the expression for the dynamical model is derived:

M(q)v̇(t) + C(q, q̇)v(t) + g(q) = vref (t), (6)

whereM(q) is the Inertial matrix;C(q, q̇) is the matrix of centripetal force and Coriolis,
g(q) is the gravitational vector, which represents the effects of gravity on the robot’s
components, and vref (t) is the vector of control velocity.

4 Control Scheme

This section presents the design of the control algorithm, which is comprised of a kine-
matic control and a dynamic compensator. The former is based on the robot´s kinematics
while the later has the objective to reduce the velocity error by compensating its dynam-
ics. Additionally, the stability and robustness of the proposed controller is analyzed in
this section. Figure 3 illustrates the control scheme for the mobile manipulator robot
implemented using HIL.



Mobile Manipulator Robot Control Through Virtual Hardware in the Loop 85

Fig. 3. Autonomous control scheme.

4.1 Kinematic Control

The kinematic model of the robotic mechanism (1) contributes to the development of the
kinematic controller. The velocity vector of the robot can be expressed as the velocity
vector of the end effector using the pseudo-inverse of the Jacobian matrix.

v(t) = J#(q)ḣ(t) (7)

where, J#(q) = W−1JT
(
JW−1JT

)−1
andW is a positive symmetric matrix that exerts

the control actions. Thus, the velocity vector is given by:

v(t) = W−1JT
(
JW−1JT

)−1
ḣ(t) (8)

Therefore, the control law that commands the velocities of the manipulator, as well
the desired trajectory of the robot, is formulated:

vc = J#
(
ḣd + K tanh

(
h̃
))

+
(
I − J#J

)
D tanh(η) (9)

where, hd is the vector of desired positions, ḣd is the vector of desired velocities at
operative extreme, h̃ represents the control error given by h̃ = hd − h; K and D are
defined positive gain matrices, and finally η defines the position error vector of the
robotic arm, its function is to obtain maximum manipulability [19].

Once the control law based on the kinematic model has been established, it is impor-
tant to grant its stability. For this purpose, the behavior of error control h̃ is carried out,
considering a perfect velocity tracker v = vc. By replacing (9) in (1), the following
expression is obtained:

˙̃h + K tanh
(
h̃
)

= 0 (10)
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For the stability analysis, the following function is considered a candidate Lyapunov

V
(
h̃
)

= 1
2 h̃

T h̃; where its first time derivate in defined as V̇
(
h̃
)

= h̃T ˙̃h. Now replacing

(10) in the Lyapunov candidate function is obtained:

V̇
(
h̃
)

= h̃TK tanh
(
h̃
)

(11)

this equation implies that the closed loop control system is asymptotically stable; such
that h̃(t) → 0 con t → 0.

4.2 Dynamic Compensation

The dynamic compensation block has as objective reducing the velocity tracking error
by compensating the dynamics of the system. The desired velocities vc are fed to the
controller for the dynamic compensation, and they originate the reference velocity for
the mobile manipulator robot vref . Thus the dynamic compensation is given by:

vc = J#
(
ḣd + K tanh

(
h̃
))

+
(
I − J#J

)
D tanh(η) (12)

where, vref = [
μref ωref q̇1ref q̇2ref q̇3ref

]T
represent the control action; ṽ defines the

velocity error given by ṽ = vc − v, and finally, v̇c is the vector accelerations.
Following the procedure, previously stablished in the stability analysis of the kine-

matic controller, and considering a Lyapunov candidate function as the quadratic error,
it is possible to determine that ṽ(t) → 0 asymptotically, when t → ∞. This grants the
stability of the proposed control law.

Similarly, performing a robustness analysis is a fundamental part of the implemented
controller. This allows determining the validity of the control errors. Thus, we have that:

V̇
(
h̃
)

= h̃T δ ˙̃h − h̃TK tanh
(
h̃
)

(13)

where, δ ˙̃h is the variation difference between the desired velocity and the real ones.

This is under the condition of perfect tracking defined as δ ˙̃h = ḣd − ḣ.

In order for V̇
(
h̃
)
to be negative, the following expression must be true:

∣∣∣h̃TK tanh
(
h̃
)∣∣∣ >

∣∣∣h̃T δ ˙̃h
∣∣∣, (14)

for h̃ with high values, K tanh
(
h̃
)

≈ K; Therefore V̇
(
h̃
)
will be negative only if

‖K‖ >

∥∥∥δ ˙̃h
∥∥∥. In this way the error h̃ diminishes. On the other hand, h̃ with low values,

K tanh
(
h̃
)

≈ Kh̃. In this case, (13) is written as:

∥
∥∥h̃

∥
∥∥ >

∥
∥∥δ ˙̃h

∥
∥∥/λmin(K) (15)
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implying that the error h̃ is limited by,

∥∥∥h̃
∥∥∥ ≤

∥∥
∥δ ˙̃h

∥∥
∥

λmin(K)
(16)

And, if δ ˙̃h �= 0, h̃(t) ultimately limited by (16).

5 Experimental Results

This section presents the most relevant experiments and results. They serve to evaluate
the behavior of the mobile manipulator robot in the virtual environment. For the experi-
mental tests a laptop containing themathematical model that simulates in behavior of the
robot inside a virtual scenario created in the Unity 3D graphic engine was considered.
The computer has 16 GB of RAM memory with a GPU of 6 GB. The controller was
implemented in a Raspberry Pi-4 model B of 4 GB of RAM. It represents the hardware
component of HIL. Finally, to establish a wireless communication channel, Xbee S2C
devices were used. Figure 4 shows the physical implementation of the HIL system.

Fig. 4. Physical implementation of the Hardware in the Loop environment.

The experiments carried out recreate the simulation environment of the mobile
manipulating robot with the law of control implanted. The mechanical design of the
robot in the Unity-3D graphic engine is shown in Fig. 5, as well as the main variables
that allow to visualize the displacement of the robot considering an infinite type path
in order to excite the dynamics of the robot and to check the evolution of the control
algorithm. To achieve the desired trajectory, the following parametric functions are used
hxd = 2.45 cos(0.05t), hyd = 1.35 sin(0.1t) and hzd = 0.6 + 0.2 cos(0.1t).

In order to verify the implementation of the HIL technique, the Fig. 6 shows the real-
time error variation for the position in the X − Y − Z axis, as well as angular and linear
velocity variation of every link in the mobile manipulator robot. Its observed how the
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Fig. 5. Mobile manipulator movement.

control actions make adjustments in the robot’s joints so that the end effector can follow
the desired path, even when the robot suffers perturbations. The Fig. 6a shows control
errors with perturbations while Fig. 6b shows velocities errors with perturbations. The
errors associated with the dynamic function, do not tend to cero, but rather oscillate in a
value near cero. However, the system still follows the desired trajectory, which indicates
that the controller is indeed robust, as defined in (16). Therefore, by means of the control
law, the errors tend to cero in function of the gain matrix K.

In this way, the performed tests illustrate how the implementation of a HIL envi-
ronment constitutes an effective technique to control mobile manipulator robots. This
technique allows implementing control algorithms embedded in virtual environments.
Unlike alternative techniques, HIL permits incorporating input/output devices in the
system. Those devices produce additional visual and auditive feedback of the robot’s
actions inside the virtual environment, making the systemmore user friendly. In contrast,
physical construction is more expensive and time consuming, and total simulation does
not enable incorporating physical components that interact with the mechanism.
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Fig. 6. Control and velocity errors with disturbances.
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6 Conclusions

Hardware in the Loop is a technique that assist in the development of complex robotic test
environments, without the need of building a mechanical system. The virtual environ-
ment developed in the graphic engine Unity 3D enables visualizing the robot’s motion,
which is commanded by the control law implemented in the end hardware. This con-
trol unit, through wireless information exchange, performs important parameter control,
such as the motion of the joints in the robotic arm and the position of the mobile plat-
form. Obtained results, regarding the robot performing autonomous tasks, validate the
efficacy of the implemented technique, as well as the performance of the control law.
Steady state errors in these tests tended to cero, as designed.
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Abstract. Multiple Linear Regression is a well-known technique used
to experimentally investigate the relationship between one dependent
variable and multiple independent variables. However, fitting this model
has problems, for example when the sample size is large. Consequently,
the results of traditional methods to estimate the model can be mislead-
ing. So, there have been proposed regularization or shrinkage techniques
to estimate the model in this case. In this work, we have proposed a
methodology to build a crime rate performance prediction model using
multiple linear regression methods with regularization. Our methodology
consists of three major steps: i) analyzing and preprocessing the dataset;
ii) optimizing the model using k-fold cross-validation and hyperparam-
eter tuning; iii) comparing the performance of different models using
accuracy metrics. The obtained results show that the model built using
lasso regression, outperforms the other constructed models.

Keywords: Multiple linear regression · Overfitting · Regularization ·
Crime prediction

1 Introduction

The simplest case of a single scalar predictive variable x and a single scalar
response variable y is known as simple linear regression. Extension to multiple
predictive variables X is known as multiple linear regression. Multiple regression
is a statistical machine learning technique that uses several explanatory vari-
ables, also called independent variables to predict the outcome of a response
variable, also called dependent variable.

Machine learning tends to have a difficult time discriminating strong correla-
tions from false ones. Consequently, there is a risk of making incorrect inferences
about possible correlations between attributes. One problem emerging from this
difficult situation is overfitting. Understanding it is possible by distinguishing
between prediction errors caused by bias versus variance in the model. Bias is
when models “consistently learn the same wrong thing” and variance is “the
tendency to learn random things irrespective of the real signal” [1]. While bias
produces underfitting, variance causes overfitting.
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The preference for simplicity in machine learning modelling is closely associ-
ated with the concerns about models fitting on noise. Simplicity (i.e. Ockham’s
razor) works as a safeguard against relying on relationships that might be false
correlations discovered by an overfitted and inaccurate model. So, overfitting is
a violation of Ockham’s razor that states that “entities should not be multiplied
beyond necessity” [1]. In machine learning, this is often accepted due to the fact
that, given two models with the same training error, the simpler of the two will
probably have the smaller test error.

Regularization is one of the techniques to offset or mitigate the risk of overfit-
ting. Regularization is a component of a machine learning model that discourages
selecting a more complex model with the goal to learn the data patterns and
filter out the noise in the data set by introducing additional information to a
problem to choose the right solution. This is based on using an additional term
for penalizing the error measure function that is thought to bring a higher pre-
dictive and generalization powers. According to Occam’s razor, regularization
attempts to find the simplest model that explains the data.

The problem of finding the optimal set of hyperparameters is identified as
hyperparameter optimization. A hyperparameter is a predefined value that con-
trols the performance of our model. It is not derived by the training process, as
the usual model parameters, but it is rather preset by the user. Different val-
ues of hyperparameters will determine different performances of the model, so
hyperparameters can be subject to a numerical optimization associated to the
model definition process. For example, in our case, a hyperparameter can control
how much we want to regularize the regression model. To select its best value,
we must do hyperparameter tuning. Models can have multiple hyperparameters
and finding the most appropriate combination can be approached using special-
ized optimization algorithms. A standard strategy is Grid Search that searches
for the best hyperparameter combination from a grid of values.

The aim of this paper is to evaluate performance of existing methods of
regularization using cross-validation, by identifying those best suited to predic-
tion and decide when their performance is optimal. We experimentally evaluate
the performance of four regularized linear regression models to predict violent
crimes per capita. The motivation behind the choice of this problem is based
on facts from official statistics. According to [2], crime, violence and vandalism
in European Union reached a rather significant percentage. Even though these
figures have decreased from 2010 to 2019, safety continues to be an issue, being
undoubtedly one of important human rights.

The linear models that were consistently compared are ridge regression, lasso
regression and elastic net regression, while the novelty of our approach refers
to the addition of support vector regression to this list and we applied all of
them on our dataset with the crime rate. This paper introduces the regression
methods with regularization, as well as our obtained experimental results on
real benchmark data set with an implementation that involves a general-purpose
library, thus contributing to a better understanding of the practice behind these
techniques.
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2 Related Works

There are various and rather well-known methods for regularization. For exam-
ple, comparisons recently made between ridge regression, lasso regression and
elastic net regression for correct detection of measurement bias followed by exper-
imentation on data sets are presented in [3,4].

Since lasso regression has an influence on the extraction of characteristics,
many authors have used it to create prediction models. For instance, one recently
studied presented in [5] proposed the use of lasso regression to estimate the
patient-specific dental arch in cone beam computed tomography (CBCT) images.

Ridge regression is an important machine learning technique that introduces
a regularization parameter for the analysis of data suffering from multicollinear-
ity. An improved quantum algorithm for this regularization method was proposed
in [6]. The algorithm was then applied on an exponentially large data set. The
technique of parallel Hamiltonian simulation to simulate a number of Hermitian
matrices in parallel is proposed and used to develop a quantum version of the
k-fold cross-validation approach.

Support vector regression (SVR hereafter) is a widely used regression tech-
nique that was inspired from support vector classification (SVC hereafter). Both
SVR and SVC are based on the kernel trick, which maps data to a higher dimen-
sional space using a (possibly nonlinear) kernel function. A new method for
parameter selection for linear SVR was proposed in [7]. An air quality predic-
tion model constructed on the multiple piecewise linear model, using a stan-
dard support vector regression (SVR) with a quasi-linear kernel, is proposed in
paper [8].

An interesting approach to show the usefulness of the elastic net was proposed
in paper [9]. To allow the Brain-Computer Interfaces user to adapt more easily
to decoding weights, the features that are only moderately useful was removed
to control an additional degree of freedom.

An important comprehensive review of regularization was realized in [10]. The
authors of the paper introduced a general conceptual approach to regularization.

Optimization problems are characterized by the presence of one or more
objective maximizing or minimizing functions and various restrictions that must
be met so that the solution is valid. Over the last decade, optimization was a
concern for many authors, who have tried to optimize the performance of their
proposed models.

An interesting approach was proposed in [11], where the core focus of
the paper involves to create an efficient optimization framework for electrical
drive design. The authors are exploiting well known and widely applied genetic
algorithms, for the purpose of optimizing the design of electrical drives. For
improving the computational time of a multi-objective evolutionary algorithm
they approximated the actual function through the surrogate models. Authors
presents the most popular methods used for constructing surrogate models, Arti-
ficial Neural Networks, because they offer parameterization options that allow
for an adequate degree of control over the complexity of the resulting model.
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In this paper [12], a new optimization algorithm called Conflict Monitoring
Optimization (CMO) is proposed. The algorithm attempts to use models of fear
processing and modulation of brain conflicts as inspiration for prioritizing meta-
heuristics while adjusting each of the hyper-parameters and condition settings
associated.

When linear programming or Lagrange multipliers are not feasible in opti-
mization problems, neural networks such as heuristics are used in these cases.
In [14] is presented the solution for these problems, a multilayer perceptron
applied to approximate the objective functions.

Reference [13] describes a comparative study providing the purpose to exam-
ine the dependence of specific force coefficients. These coefficients are used in
mechanistic cutting force models utilizing two methods for determining them:
linear regression method and nonlinear optimization method. This paper empha-
sizes the need for optimization.

A recent approach to optimization is represented by deep neural networks
architectures utilizing particle swarm optimization for image classification pre-
sented in paper [15]. In this work, authors propose a novel algorithm named
psoCNN, capable to automatically search for meaningful deep convolutional neu-
ral networks architectures for image classification tasks.

3 System Design

3.1 Problem Description

Prediction using machine learning models allows us to make highly accurate
guesses of an unknown output variable based on the values of input variables.
Linear regression assumes that there is an independent scalar variable and a
dependent variable (actually a vector of scalar variables in the general case of
multiple linear regression). The vector of the independent variable represents the
factors that are used to compute the dependent variable or outcome.

In this paper we aim to optimize the models that use linear multiple regres-
sion with the help of hyperparameter adjustment. This means that we are inter-
ested to determine the values of the hyperparameters such that to obtain the
best predictions using the data sets from our experiments.

Let us suppose that we are looking for a statistical relationship between a
scalar response (or dependent) variable (y) and one or more scalar explanatory
(or independent) variables x1, x2, . . . , xp. Dependent variables are also called
features in machine learning. A multiple linear regression model is written as:

y = β0 + β1x1 + β2x2 + · · · + βpxp + ε (1)

Let us suppose that we have a data set comprising n observations or examples
(yi, [xi1, xi2, . . . , xip]) for i = 1, 2, . . . , n. Then we have:

yi = β0 + β1xi1 + β2xi2 + · · · + βpxip + εi (2)

for each observation i = 1, 2, . . . , n. Here:
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– p is the number of features.
– n is the sample size, i.e. the number of examples.
– xij are the values of independent variables j = 1, 2. . . . , p for each example

i = 1, 2, . . . , n. They are sometimes called attributes or features.
– Xi = [1, xi1, xi2, . . . , xip] ∈ 1 × p + 1 is the row vector of feature values of the

i-th example of the sample.

– X =

⎡
⎢⎢⎢⎣

X1

X2

...
Xn

⎤
⎥⎥⎥⎦ ∈ n × p + 1 is the matrix representing the whole data set.

– Y = [y1, y2, . . . , yn]T ∈ n × 1 is the column vector of values of the response
variable.

– β0 is the value of the response when each independent variable is 0. It is
also called an intercept. βj for j = 1, 2, . . . , p are the regression coefficients.
β = [β0, β1, . . . , βp]T ∈ p + 1 × 1 is the column vector containing all the
coefficients of the regression.

– εi is the ith random error term that represents the difference between the
linear model and a particular observed value. The column vector of error
values for each example is written as ε = [ε1, ε2, . . . , εn]T ∈ n × 1.

Note that using the vector notation, linear regression model can be simplified
to:

Y = Xβ + ε (3)

3.2 Data Set Description and Analysis

We have selected the Communities and Crime Data Set [16] for our problem
domain from the The UCI Machine Learning Repository. This dataset includes
128 attributes and 1994 records and gathers information from different commu-
nities in the United States about several factors that can highly influence some
common crimes such as murder, rape, robbery, and assault.

All numeric data were normalized into the decimal range 0.00–1.00. Because
of some controversy in some states about the number of rapes that led to a
lack of values for rape crime, the number of violent crimes per capita might
be incorrect. We first removed non-predictive features, aiming to improve the
results of the prediction: state, county, community, fold.

The second step in analyzing and preprocessing the data set was to check
the missing values. Out of 123 predictive characteristics, 23 contained missing
values. Because the OtherPerCap attribute had only one missing value, we kept
it by filling it with the average value. All other features each had 1675 missing
values, which were removed from the dataset.

3.3 Methods

Ridge regression was proposed as an improvement of least square method, by
tolerating any correlations between the independent variables. The least square
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method can achieve its goals only by eliminating redundant data, while ridge
regression is a stronger method, being able to tolerate unreasonable data, as
well as by shrinkage of samples. Specifically, it is able to perform well with many
correlated predictors, as they are poorly determined and have high variance.
Ridge regression decreases the correlation coefficients close to zero, but it does
not discard them. Ridge regression can be defined as follows:

β̂(Ridge) = arg min
β

1
n

‖Y − Xβ‖22 + λ‖β‖22 (4)

where recall that we have n observations and ‖Y − Xβ‖22 =
∑n

i=1(yi − Xiβ)2 is
the l2-norm (quadratic) loss function, ‖β‖22 =

∑p
j=0 β2

j is the l2- norm penalty
on β and λ ≥ 0 is called the tuning/ penalty/ regularization coefficient.

Lasso regression uses an l1, rather than l2 norm, for the regularization term.
Lasso improves both the prediction accuracy and the model interpretability by
combining the good qualities of the ridge regression and subset selection. If there
is a large correlation in the group of predictors then Lasso regression chooses
only one of them and it restricts the others to zero. Consequently, it reduces the
variability of estimates by decreasing some of the coefficients exactly at zero,
thus producing easy-to-interpret models. Lasso is a feature selection approach
based on a linear regression model with l1 regularization:

β̂(Lasso) = arg min
β

1
n

‖Y − Xβ‖22 + λ‖β‖1 (5)

where ‖β‖1 =
∑p

j=1 |βj | is the l1- norm penalty on β and λ ≥ 0 is the regular-
ization coefficient.

Elastic Net regression was designed to avoid the imbalance of the Lasso or the
Ridge solution paths when predictors are highly correlated. This method is meant
to enjoy the computational advantages of both Ridge and Lasso regression. The
Elastic net uses a mixture of the l1 – Lasso and l2 – Ridge penalties and it can
be defined as follows:

β̂(ElasticNet) = arg min
β

1
2n

‖Y − Xβ‖22 + αρ‖β‖1 +
α(1 − ρ)

2
‖β‖22 (6)

where parameter α controls the penalty factor and parameter ρ ∈ [0, 1] controls
the convex combination of l1 and l2. Part of l1 norm of the Elastic net performs
self-regulating predictor selection, while part l2 encourages group selection and
balances solution paths in terms of random sampling, thus improving prediction
Note that:

– for ρ = 0 the penalty function becomes an l2 penalty as in Ridge regression.
– for ρ = 1 the penalty function becomes an l1 penalty as in Lasso regression.
– for 0 < ρ < 1 the penalty function is a convex combination of l1 and l2 norms.
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Some texts define Elastic net as follows:

β̂(ElasticNet) = arg min
β

‖Y − Xβ‖22 + λ1‖β‖1 + λ2‖β‖22 (7)

and we clearly have the correspondence: λ1 = 2nαρ and λ2 = nα(1 − ρ).

Linear SVR. To avoid overfitting of the training data in linear support vector
regression (SVR), regularization parameter (often referred to as C) and error sen-
sitivity parameter (often referred to as ε) are used. Proper selection of parameters
is very essential to get a good model, but the search process can be complicated
and time consuming.

β̂(LinearSV R) = arg min
β

f(β,C, ε) (8)

where:
f(β,C, ε) ≡ 1

2
‖β‖2 + C · L(β, ε) (9)

According to (9), ‖β‖2/2 is the penalty term and L(β, ε) is the sum of training
losses defined as:

L(β, ε) =
{∑n

i=1 max(|Xiβ − yi| − ε, 0) Case of l1 loss,∑n
i=1 max(|Xiβ − yi| − ε, 0)2 Case of l2 loss. (10)

where C > 0 is the regularization parameter.
Note that coefficients λ, α and C play somehow similar roles in Eqs. (4),

(5), (6) and (9). Their only constraint is to be positive real values. On the other
hand, ρ controls the involvement of the l1 term and l2 term Eq. (6) and it is
constrained to be in interval [0, 1].

4 Results and Discussions

4.1 Description of Environment

We have developed our experiments in Python v3.7.4 language using at the core
the scikit-learn package. Nevertheless, more libraries have been used to perform
all the experimental tasks: numpy, pandas, scikit-learn, and matplotlib. The types
of regression were developed using the Ridge(), Lasso(), ElasticNet() and lin-
earSVC() classes representing linear models in scikit-learn and using methods
presented Sect. 3.

The Python package pandas have been used to automate the process of data
inspection. It was also used to read the data from CSV files into a specialized
data structure called data frame. The data set split ratio is an important factor
used by cross-validation that helps to execute the predictive model with the best
use of the data set. Partitioning is done by using the train test split method of
model selection library of scikit-learn. The data set splitting was done with 70%
for training and 30% for testing.
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All regression methods that we implemented used regularization to prevent
overfitting. Cross-validation was used to accurately estimate how well do our
trained models perform on test data. Then we used the measures computed
using cross-validation to choose the best value of the hyperparameters. We have
used 10-fold cross-validation in our experiments. For the implementation we
have used the KFold method of model selection library of scikit-learn. Basically,
for each configuration of the hyperparameters, we trained the model on the
training set, then we tested the learnt model on the test set, and this validation
procedure was performed on every fold such that the resulted validation metric
is aggregated across each validation step. While designing the model, we have
evaluated the impact of multiple values of hyperparameters of the models (λ, α,
ρ and C) for controlling the regularization fit on our training set. We have used
GridSearchCV, a member function of scikit-learn’s model selection package. For
the evaluation, we have used the R-squared metric, fitting the model and getting
the best value of the regularization parameters of each model.

4.2 Testing the Performance and Discussion of Results

Model training was performed using the proposed linear regression methods.
The parameters controlling the regularization play a vital role. The considered
values of the (λ, α, C) parameters, playing similar roles in all models, were
{0.001, 0.01, 0.1, 1.0, 10.0}. The considered values of ρ were {0.1, 0.2, . . . , 0.9}.

Fig. 1. The mean cross-validation error at different λ
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The best values obtained for the controlling parameters are as follows: i)
Ridge: λ = 1; ii) Lasso: λ = 0.001; iii) Elastic net: α = 0.001 and ρ = 0.1; and
iv) Linear SVR: C = 0.1.

After completing the grid search, we plotted different mean errors obtained
for 10-fold cross-validation, for different values of λ (see Fig. 1).

Furthermore, we present the effect of regularization by plotting regression
coefficients vs the regularization penalty. The output of these plots using our
chosen values for the regularization parameters is presented in Fig. 2.

Fig. 2. Coefficients weights as a function of regularization parameters

The final testing of the regularized linear regression models was done on the
basis of validation and making new predictions based on the data set divided by
30% (data set testing) using the chosen values of the regularization parameter for
each model. The sklearn.metrics module was used to evaluate the performance
measures. The metrics for evaluating the overall quality of regression models are:

1. R-squared (R2). Measures the squared correlation between the actual values
and the values predicted by the model. The larger the adjusted R2, the better
is the model.

R2 =
∑n

i=1(ŷi − ȳ)2∑n
i=1(yi − ȳ)2

(11)

where ŷi is the predicted outcome, yi is the observed outcome and ȳ is the
average of observed outcomes
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2. Root Mean Squared Error (RMSE). Measures the average magnitude error
made by the model while predicting the result of an observation. It is the
square root of the average square residue. Residues are the difference between
actual and predicted values. The smaller the RMSE, the better is the model.

RMSE =

√∑n
i=1(ŷi − yi)2

N
(12)

3. Mean Absolute Error (MAE). It measures average absolute differences
between observed and predicted outcomes. The lower the MAE, the better is
the model.

MAE =
1
N

n∑
i=1

|yi − ŷi| (13)

After testing the performance of our models, we have obtained for each model
the values of the metrics RMSE, R-square and MAE. These values are presented
in Table 1.

Table 1. Metrics performance matrix

Training dataset Testing dataset

R2 RMSE MAE R2 RMSE MAE

Ridge 0.697 0.131 0.092 0.633 0.132 0.095

Lasso 0.664 0.138 0.095 0.645 0.130 0.092

ElasticNet 0.670 0.136 0.095 0.641 0.131 0.093

LinearSVR 0.666 0.137 0.088 0.648 0.129 0.088

Ridge and LinearSVR regression does not eliminate any feature. It is interest-
ing to note that the values of the model coefficients have been greatly reduced for
insignificant features. Lasso has picked 23 features and Elastic net regression has
picked 37 features and eliminated the other features for the model development.
From these experiments it is quite clear that the problem of multicollinearity has
been removed by introducing regularization techniques. Moreover, the Elastic net
does not make zero as many coefficients as Lasso does. Therefore, the insight of
the key features in our data set was best highlighted by Lasso that made the
model smart enough to consider approx. 25% of the features for predicting per
capita violent crimes with the highest accuracy.

5 Conclusions and Future Works

The aim of our work was to experimentally evaluate and compare the results
obtained by optimizing regularized multiple linear regression using hyperparam-
eter tuning for predicting per capita violent crimes. Our methodology consisted
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in the application of different methods for selecting the most important variables
and then using the selected variables to build different multiple linear regression
models. Regression techniques that we evaluated were: ridge, lasso and elastic
net to which we added support vector regression (SVR).

According to Ockham’s razor, the simpler model between two models will
probably have the smaller test error. After comparing the performances of the
built models, we have found that the most performing was Lasso regression. It
is interesting to note that Lasso reduces the coefficient of the less important
feature to zero, thus eliminating some features altogether. So this works well for
feature selection because we have a large number of features, being consistent
with Ockham’s razor principle.

As future work we would like to expand the experiment of multivariate regres-
sion involving multiple predictors and to compare the performance of the regres-
sion methods evaluated in this paper with other regression methods.
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Abstract. In Human action recognition, the identification of actions is a system
that can detect human activities. The types of human activity are classified into
four different categories, depending on the complexity of the steps and the number
of body parts involved in the action, namely gestures, actions, interactions, and
activities [1]. It is challenging for videoHuman action recognition to capture useful
and discriminative features because of the human body’s variations. To obtain
Intelligent Solutions for action recognition, it is necessary to training models
to recognize which action is performed by a person. This paper conducted an
experience on Human action recognition compare several deep learning models
with a small dataset. The main goal is to obtain the same or better results than the
literature, which apply a bigger dataset with the necessity of high-performance
hardware. Our analysis provides a roadmap to reach the training, classification,
and validation of each model.

Keywords: Action recognition · Deep learning models · Video intelligent
solutions

1 Introduction

Intelligent solutions of action recognition have been studied, with different perspectives,
for several disciplines, including psychology, biomechanics, and computer vision [1, 2].
However, in recent years there has been a rapid growth in production and consumption
of a wide variety of video data due to the popularization of high quality and relatively
low-price video devices [3]. Smartphones and digital cameras contributed a lot to this
factor. Simultaneously, on YouTube, there are about 300 h of video data updates every
minute [4]. New technologies such as video captioning, answering video surveys, and
video-based activity/event detection are emerging every day along with the growing
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production of video data [5, 6]. From the video input data, human activity detection
indicates which activity is contained in the video and locates the regions in the video
where the action occurs [7]. Also, from the computer vision community point of view,
we can use visual tracking for the process of locating, identifying, and determining the
dynamic configuration of one or many moving (possibly deformable), objects (or parts)
in each frame of one or several cameras [8].

This paper conducted an experience of action recognition, comparing several deep
learning models and obtaining better results. Our analysis provides a roadmap to reach
the training, classification, and validation of each model with a dataset with a fewer
class. The organization of this paper was: firstly, Sect. 2 introduces the concepts with
state of the art, namely models and dataset; then, Sect. 3 presents materials and methods,
with training data and validation data; next, Sect. 4 presents result and discussion; and
finally, Sect. 5 concludes by performing a global conclusion and some future work.

2 State of Art

Human action recognition used several deep learning models [3, 4, 9]. However, our
goal is to develop models that cover a multisensory integration process. In this stage, we
will focus on optimizing the video signal learning process and afterwards expanding the
architectures for efficient human action recognition by applying audiovisual information.
The reason for choosing this path is twofold the different “learning dynamics” between
the visual and audio information – audio generally train much faster than visual ones,
which can lead to generalization issues during joint audiovisual training [9]. There are
several architectures for human action recognition [3, 4]. However, the most used are
C2D-Resnet 50, SlowFast, and I3D [8]. Furthermore, these architectures allow them to
be combined with audio so, we will focus on these architectures.

2.1 C2D – Resnet 50

C2D is a standard 2D convolution network. A convolution network is a neural network
that uses convolution in place of a fully connected matrix multiplication in at least one
layer [10].

TheResidualNetwork (ResNet)was conceived to explore a neural networkdepth [11,
12]. It aims to handle the vanishing/exploding gradient problem that worsens according
to the number of the layers raises because of a network difficulty on learning identity
functions [13]. The numeral 50 denotes the network depth, i.e., the number of layers.

In short, the ResNet aims to handle the gradient descent problem caused by identity
function by skipping the layers expected to compute these functions [11, 14]. Notice
that ResNet cannot be directly applied to C3D. This is because the search for temporal
data significantly increases the resources consumption.

2.2 SlowFast Network

The generic architecture of a SlowFast network can be described as a single stream
architecture that operates at two different temporal rates (Slow pathway and Fast path-
way), which are fused by lateral connections. The underlying idea is to model two tracks
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separately, working at low and high temporal resolutions. One is designed to capture fast-
changing motion but fewer spatial details (fast pathway) and the other as a lightweight
version more focused on the spatial domain and semantics (slow path) [15].

As presented in [15], the fast pathway data is fed into the slow pathway via lateral
connections throughout the network, allowing the slow path to becoming aware of the
fast pathway results. To do it, it requires a match to the sizes of features before fusing. At
the end of each pathway, SlowFast performs global average pooling, a standard operation
intended to reduce dimensionality. It then concatenates the results of the two tracks. It
inserts the concatenated result into a fully connected classification layer, which uses
Softmax to classify which action is taking place in the image [15].

2.3 Inflated 3D ConvNet (I3D)

By adding one dimension into a C2D (e.g. k× k) it becomes a C3D (e.g. t× k× k) [16].
Inflating is not a plain C3D but a C2D, often pre-trained, whose kernels are extended
into a 3D shape. Growing is as simple as including an additional, usually temporal,
dimension [12]. The I3D stands for two-stream inflated 3D convolution network [16].
Therefore, I3D is a composition of an inflated C2D with optical flow information [12,
16].

2.4 Dataset

Kinetics 700 Dataset
The Kinetics dataset is a project that provides a large scale of video clips for human
action classification, covering a varied range of human actions. This dataset contains
real-world applications with video clips having a duration of around 10 s. The dataset’s
primary goal is to represent a diverse range of human actions, which can be used for
human action classification and temporal localization. Another characteristic is that clips
also contain audio so that the dataset can be used for multi-modal analysis. The fourth
version, created in 2019, was the Kinetics-700 dataset with 700 classes, each with 700
video clips [17].

This dataset is essentially focused on human actions, where the list of action classes
includes three types of actions: person actions, person-person actions, and person-object
actions. The person-actions are a singular human action and include drawing, drinking,
laughing, and pumping first. The person-person actions cover human actions like kissing,
hugging, and shaking hands. Finally, the person-object actions contain actions like open-
ing a present and washing dishes. Furthermore, some actions required more emphasis on
the object to be distinguished, such as playing different wind instruments. Other actions
required temporal reasoning to distinguish, for example, different types of swimming
[17].

AVA Kinetics Dataset
The AVA Kinetics dataset creates a crossover of the two datasets. The AVA-Kinetics
dataset builds upon the AVA and Kinetics-700 datasets by providing AVA-style human
action and localization annotations for many f the Kinetics videos.
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The AVA-Kinetics dataset extends the Kinetics dataset with AVA style bounding
boxes and atomic actions. A single frame is annotated for each Kinetics video, using a
frame selection procedure described below. The AVA annotation process is applied to
a subset of the training data and all video clips in the validation and testing sets from
the Kinetics-700 dataset. The procedure to annotate bounding boxes for each Kinetics
video clipwas as follows: person detection, key-frame selection,missing box annotation,
human action annotation, and human action verification [18].

3 Materials and Methods

As mentioned in Sect. 1, the idea was to classify activities in video. The first step was
to download the AVA-Kinetics datasets and cross between AVA Actions and Kinetics
datasets. Downloading files from YouTube was relatively slow since the program itself
blocks excess downloads. During the download IP some problems have occurred like
“this video is no longer available because the YouTube account associated with this
video has been terminated”, the owner of this video has granted you access, please sign
in: “This video is private”, and this video is no longer available because the uploader has
closed their YouTube account. On the second step, we evaluate the top-60 most frequent
classes, and our dataset has 283 videos of the 430 videos from AVA v2.2 and 100 classes
from Kinetics-700 datasets, where each class has between 650 and 1000 videos.

The annotation format presented was the video_id, middle_frame_timestamp,
person_box, action_id, and score. The video_id is a YouTube identifier. The mid-
dle_frame_timestamp is measured in seconds from the start of the video. The per-
son_box is normalized at upper left (x1, y1) and lower right (x2, y2) about the frame
size, where (0.0, 0.0) corresponds to the upper left corner and (1.0, 1.0) corresponds
the bottom right corner. The action_id is a whole identifier of an action class, from
ava_action_list_v2.2_for_activitynet_2019.pbtxt. Moreover, finally, the score is a float
indicating the score for that labelled box.

3.1 Architectures Networks

C2D – Resnet 50
Initially, we began training with the C2D-ResNet 50 architecture. All characteristic of
this architecture is presented in Table 1.

The batch size was 12, LR: 0.1, the optimizer: SGD with 85 epochs and Cross-
Entropy loss for this architecture.
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Table 1. Global average pool of the architecture C2D-ResNet 50.

SlowFast
Figure 1 presents a slowfast network’s generic architecture, which can be described as
a single stream architecture that operates at two different temporal rates (Slow pathway
and Fast pathway), which are fused by lateral connections.

Fig. 1. A slowfast network.

Inflated 3D ConvNet (I3D)
Figure 2 presents the approach for I3D architecture. This approach begins with a 2D
architecture and inflates all the filters and pooling kernels, adding a dimension layer
(time).

3.2 Training Data

Hence, we began the training only with the classes we had a download. However, for
these 100 classes, we did not have the 650–1000 videos for each class. Because some
videos are no longer available, or the owner has changed the video to private, or de video
is no longer available on YouTube. Thus, the following data visualization shows the
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Fig. 2. Non-local action recognition example.

difference between the downloaded videos and full dataset. Table 2 compares the total
of videos for the complete training dataset and the video download training dataset.

Table 2. Comparison between the videos of the complete training dataset and the download
training dataset.

Completed Download

q1 510.5 454

q3 888.5 812.5

Max 997 972

Min 393 127

Median 683 602

3.3 Validation Data

Regarding the validation of the videos, the script had a full validation of 50 videos.
Table 3 present a comparison for the total of videos of complete validation dataset and
the videos download validation dataset.

Table 3. Comparison between the videos for the complete validation dataset and the download
validation dataset.

Completed Download

q1 48 46

q3 50 48

Max 50 50

Min 44 40

Median 49 47

Remember that the accuracy is obtained with the number of correct predictions,
based on the total number of predictions.
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4 Results and Discussion

This section presents the results and discuss the data presented in Sect. 3, based on
state-of-art, illustrated in Sect. 2.

As we can see, Fig. 3 show the training data loss for epoch in the three different
architectures. In this case, we can observe that SlowFast and I3D present the worst
results, and the best results were obtained for the C2D-Resnet50 architecture.

Figure 4 and Fig. 5 present the training data evaluation Top1 and Top5, respectively.
The best accuracy for epoch was obtained for C2D-Resnet50 architecture in Top1 and
Top5.

Fig. 3. Training data Loss for epoch.

Fig. 4. Training data evaluation Top1. Fig. 5. Training data evaluation Top5.

For the validation data Top 1 and Top5, the results are presented in Figs. 6 and
7, respectively. Also, the best accuracy for epoch was obtained for C2D-Resnet50
architecture in Top1 and Top5.

Table 4 presents a comparison of results for top1 and top 5 training and validation. It
is possible to observe that C2D-Resnet50 architecture has better results compared with
the other architecture.

Table 4 shows that the training Top1 for C2D - Resnet 50 architecture was the best
accuracy of 92.79 versus 86.70 for I3D versus 84.33 for SlowFast. In the case of training
Top5, C2D-Resnet50 architecture was also the best accuracy of 98.82 compared with
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Fig. 6. Validation data – evaluation Top1. Fig. 7. Validation data – evaluation Top5.

Table 4. Comparison of results for top 1 and top 5 training and validation.

Architecture Train – Top 1 Train – Top 5 Val – Top 1 Val Top 5

C2D-ResNet 50 92.79 98.82 59.36 80.19

SlowFast 84.33 95.64 56.69 78.15

I3D 86.70 96.47 57.83 78.84

94.47 for I3D, and 95.64 for SlowFast. Furthermore, the validation Top1 the C2D –
Resnet 50 architecture was the best accuracy with 59.36 compared with 57.83 of I3D,
and 56.69 of SlowFast. Finally, validation Top5 the C2D-Resnet 50 architecture was
also the best accuracy 80.19, compared with 78.84 of I3D, and 78.15 of SlowFast.

5 Conclusions and Future Work

This paper conducted an experience on videoHuman action recognition,which is to com-
pare several deep learning models and obtain better results with a fewer class dataset.
We began to compare three architectures C2D-Resnet 50, SlowFast, and I3D with the
same baseline parameters after downloading the dataset. Comparing the results of train-
ing and validation, we can observe that C2D-Resnet 50 obtained better accuracy results
for the three architectures. Our experiment results are consistent with the present in the
literature, and we used a small dataset.

We intend to extend these architectures to work with the synchronized audio infor-
mation to achieve better results in the next steps. Moreover, we intend to introduce
Attention Models to learn which frames are most important in the classification process.
Another future intends it is to apply the late fusion for the audio and video models.
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Abstract. This paper presents two control methodologies to obtain a
robust performance of a robot manipulator. A dynamic model of the
manipulator driven by three-phase induction motors is formulated. A
torque control of one of the joints is presented. Torque control is very
important, because you can determine the critical load that can be car-
ried by the manipulator. Furthermore, using the inverse dynamics model
it is possible to determine the positions and speeds of the manipulator
joint. In this work, robust control techniques were implemented, such as
Linear Quadratic Gaussian (LQG) and Linear Matrix Inequalities (LMI),
and these two approaches are compared in performance. In addition, a
Loop Transfer Recovery (LTR) procedure is used to achieve robustness
to the uncertainties in the state estimation.

Keywords: Robotic manipulator · Linear Quadratic Gaussian ·
Linear matrix inequalities · Loop transfer recovery

1 Introduction

In the last decades, the necessity of optimisation and robustness in complex
manufacture systems contributed for the advance of different control strate-
gies. Various alternatives for the classical control techniques such as PI/PID
(Proportional-Integral-Derivative) were developed in order to achieve better per-
formance and guarantee robust stability of the closed-loop control systems. These
modern control strategies are commonly applied in the state-space and in the
frequency domain, and they are not limited to mono-variable systems [1,2].

Industrial robots designed to manipulate manufactured products sometimes
are limited in performance because of not-programmed situations. In general, it is
always desirable precision and efficiency in a production line, but with inevitable
environment limitations and modelling errors sometimes a robust performance

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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is acceptable for applications. Thus, in large-scale multi-variable or in complex
dynamics mono-variable plants, to provide the production requirements, optimal
and robust control design techniques can be implemented [3,4].

A classical solution in the field of optimal control theory is the Linear
Quadratic Gaussian (LQG). It is a combination of the well-known Linear
Quadratic Regulator (LQR) and the Kalman Filter (KF) estimator and can be
applied in linear time-invariant or linear time-varying systems. However, because
of its limitations due to uncertainties in the state estimation it is necessary to
guarantee the robustness of the closed-loop system by a Loop Transfer Recovery
(LTR) procedure [5,6,8].

Other methods of control design are based in Linear Matrix Inequalities
(LMIs), where the performance and robustness objectives can be treated in dif-
ferent matrix inequalities and the control parameters are found minimising a
criterion. Also in this case, when considering a state estimator, it is necessary
to provide robustness to uncertainties so, as in the case of the LQG control, it
is possible to use the LTR strategy [7,9].

This paper aims to design a torque control of a rotating joint of a robotic
manipulator driven by a three-phase induction motor using LQG with LTR and
LMI with LTR control strategies. It is presented the characteristics of the manip-
ulator robot as the design procedure of the controllers. Results are compared and
the performance evaluation criterion of each controller used is presented. This
research has as main contribution the implementation of LQG with LTR and
LMI with LTR controllers applied to a joint of a robotic manipulator.

2 Robotic Manipulator

A cylindrical robotic manipulator that is driven by three phase induction motors
has been studied in this work. As can be seen in Fig. 1 the first joint moves
around the main axis of the structure (rotational motion), the second and third
joints have linear (prismatic) movements, which defines the manipulator as a
RPP (Rotational-Prismatic-Prismatic).

2.1 Forward Kinematics

The kinematics exposes the relative motion of the reference systems, as the
structure moves by relating reference systems to the various portions of the
structure [10,11].

Any position of the end-effector can be found in the Cartesian space from
the coordinates in the joint space, as noted in Eq. (1):

⎡
⎣

Px

Py

Pz

⎤
⎦ =

⎡
⎣

−sin(θ1)(d3 + 0.35)
cos(θ1)(d3 + 0.35)

0.245 + d2

⎤
⎦ . (1)



Robotic Manipulator Whit LMI-Based with LTR 115

Fig. 1. Setup of the studied cylindrical manipulator.

2.2 Dynamic Modelling

The dynamics of the manipulator displays the position-speed-acceleration-torque
relationship of the joints. Therefore, the dynamic modelling of an industrial robot
aims to know the relationship between the movement of the robot and the forces
applied to it [10,12,13].

Thus, considering the kinetic energy of the manipulator its dynamic equation
can be written in a simplified formulation:

M(q)q̈ + C(q, q̇)q̇ + G(q) = τ, (2)

where, q, q̇, q̈ ∈ �n indicate the joint’s positions, speeds and accelerations,
respectively; M(q) is the inertial matrix; C ∈ �n is the matrix that describes
the centripetal and Coriolis forces and G∂g

∂q ∈ �n is the gravity matrix.
Applying the Lagrange formulation we can obtain the torque equation of joint

1 of the manipulator [11]. This equation of the motion describing the torque of
joint 1 is [15]:

τ1 = −[(4m1sinθ1 − 4m2cosθ1)d3 + I3]θ̈1 + [(m1 + m2)(senθ1cosθ1)d3]d̈3

+[(m1senθ1 − m2cosθ1)d3]θ̇21 − [m1cosθ1 + m2senθ1]ḋ23
−[(m1 + m2)(senθ1cosθ1)d3]θ̇1ḋ3

. (3)

The terms θ̈1, d̈3 in the torque equations are related to the angular acceler-
ations of the joint, the terms θ̇21, ḋ23 are the centripetal accelerations, and the
term θ̇1ḋ3 is the Coriolis acceleration [12].
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3 Controllers Design

In this section the design of LQG with LTR and LMI with LTR controllers are
presented. The control scheme of these strategies for this work application is
presented in Fig. 2.

Robotic 
Manipulator's 

Joint

Kalman FilterGain Controller

∫Integral Gain
++

- -

++r u

d

y

Fig. 2. Control scheme of the state-feedback control strategies with KF estimator and
integral action.

3.1 Linear Quadratic Gaussian with Loop Transfer Recovery (LQG
with LTR)

In the LQG control strategy, due to the separation principle, basically two con-
ceptions can be merged: an optimal regulator and an optimal state estimator
[16].

To minimise a specific criterion or cost function a linear state-space feedback
control is designed, and in the case of LQG this cost function is quadratic, it is
the LQR method. Also, the KF is chosen for a linear-quadratic state estimation
solution. Therefore, to compose a linear and easy to implement control law, the
LQR and the KF can be combined.

The LQR objective is to find the feedback gain K that minimises the cost
function

J =
∫ ∞

0

(xT Qx + uT Ru). (4)

The gain is found by the algebraic equation:

K = R−1BT Po, (5)

where Po satisfies the Ricatti equation:

AT Po + PoA − PoBR−1BT Po + Q = 0. (6)

For the optimal estimator, the following state-space system is considered:
{ ˙̂x(t) = Ax(t) + Bu(t) + Bw(t),

y(t) = Cx(t) + v(t),
(7)

where v(t) and w(t) are the measurement and the input noise, respectively.
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For the LQG purposes, the output signal measured presents Gaussian noise
and the initial state variables are expected to be components of a random Gaus-
sian vector.

Optimally, it is desirable to minimise the cost J = E{e(t)eT (t)}, where e(t) =
x(t) − x̂(t), obtaining the Ricatti equation:

Ṗo = APo + PoA
T − PoC

T R−1
v CPo + BRwBT , (8)

where
Rv = E{v(t)vT (t)},
Rw = E{w(t)wT (t)}.

(9)

The KF gain is then computed as

Ko = PoC
T R−1

v . (10)

3.1.1 Integral Action in the State-Feedback Control
Assuming that it is desired to follow a reference input, it is necessary to increase
another state variable to the state-space feedback control design: the error
between the reference and the measured output.

This suggests an expansion of the matrices in (7) obtained from Eq. (3) with
the matrices written as in (11) and the regulation of this new state variable
implies in an integral action that guarantees reference tracking.

Aa =
[

A 0
−C 0

]
; Ba =

[
B
0

]
;Ca =

[
C 0

]
; Da =

[
D
0

]
. (11)

3.1.2 Loop Transfer Recovery (LTR)
Considering the control strategies presented in this work, the measurement noise
affects the corresponding estimators. Then, the optimal performance of the LQG
is not achieved and its robustness is affected. Thus, to work around this problem
it is necessary to use the LTR method [17].

The procedure is a simple adjustment to define the LQG stability margins as
the LQR margins with direct state-feedback [19]. Thus, a real parameter must be
included in the Riccatti equation of the KF. Considering q ∈ � a scalar used as
a project parameter, the covariance matrix is described as q2BRwBT , modifying
the Riccatti equation and leading to a new gain for the KF:

Ko → qB(RwR−1
w )1/2. (12)

As a result, when q → ∞ the LQG asymptotically get close to the LQR
robustness characteristics [20].
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3.2 Linear Matrix Inequalities with Loop Transfer Recovery (LMI
with LTR)

The strategy consists in a description by Linear Matrix Inequalities (LMIs) of
the performance and robustness restrictions. In the controller design procedure,
LMIs can be used to ensure stability by Lyapunov, defining a minimum level of
disturbance rejection capability and a region for the pole placement. Thus, the
synthesis is completed when numerical values of static gains are found, satisfying
the imposed restrictions [21].

3.2.1 Stability Based on the Lyapunov’s Quadratic Function
The Lyapunov’s Theorem states that to guarantee the stability of a A matrix
system

d
dx

x(t) = ẋ = Ax(t), (13)

a P , positive defined (P > 0) and symmetric matrix must exist and the inequality

AT P + PA < 0 (14)

has a solution.
These conditions classifies the system as asymptotically stable. Where A is

the state matrix of the system and P is the Lyapunov matrix. Thus, Eq. (14) is
an LMI that which solution guarantees system stability.

3.2.2 H∞ Norm
The H∞ norm is used to achieve the stability and robustness of the system due
to external disturbances. A system with an external input disturbance can be
written generically in state-space as

{
ẋ(t) = Ax(t) + B1w(t),
z(t) = Czx(t) + Dzw(t). (15)

where x ∈ Rn is the state vector, w ∈ Rnw is the input disturbance and z ∈ Rnz

is the controlled variable vector.
The transfer function that relates the disturbance to the controlled variable

is
Twz = Cz(sI − A)−1B1 + Dzw. (16)

The strategy most used to define the Eq. (16) is the H∞ norm. This norm
is related to the highest gain that can be obtained between an input and an
output. By definition, it is the maximum value between the output and input
signal energy [16],

‖Twz‖∞ = sup
‖z‖2
‖w‖2

< γ

‖w‖2 �= 0
(17)

where γ is a scalar greater than zero. Therefore, the system’s H∞ norm is the
lowest value of γ.
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This norm can also be defined through the Bounded Real Lemma [22], which
states that the A matrix is asymptotically stable if there is a Lyapunov matrix
X∞ that is positive and it is based on the minimisation of γ:

min γ,X∞ = XT
∞ > 0,

⎛
⎝

AclX∞ + X∞AT
cl Bcl X∞CT

cl∞
BT

cl −γI DT
cl∞

X∞Ccl∞ Dcl∞ −γI

⎞
⎠ < 0. (18)

4 Results

In this section the simulations results of the two control strategies are presented
and compared initially by two performance criteria: the rise time (Tr) and the
overshoot (OS).

Figure 3 shows simulation results for a comparative analysis of torque control.
Where a 1.0 N · m step reference is applied at time 1 second and at time 13 s
the step reference is changed to 1.5 N · m. An input step disturbance of value
−10.0 is applied in time 20 s.

One can observe that the LMI-based control has better performance than
the LQG as the speeds of the reference tracking and the disturbance rejection
responses are superior.

Fig. 3. Tracking and step disturbance rejection response of the LMI-based and LQG
control systems.

In Fig. 4 the control signals are shown for both controllers used. One can
evaluate that the cost for the better tracking performance of the LMI-based
control is a bigger control signal by means of magnitude.

Furthermore, considering the disturbance rejection response, it is evident that
the cost for a much better performance of the LMI-based approach is similar to
the LQG by means of control effort. Thus, clearly the LMI-based control in
disturbance rejection response offers a better trade-off between performance and
less control effort.
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Fig. 4. Control signal of the LMI-based and LQG control systems.

4.1 Discussions

For a quantitative comparison and a more detailed analysis, some performance
indices based in the error signal can be used. To quantify the performance of the
two control strategies the IAE (Integral Absolute Error) index is used to simu-
late a disturbance rejection (IAEq) and a reference tracking (IAEr) situation.

Table 1 presents the indices (Tr, OS, IAEq and IAEr) that quantify the
performance of the controllers considering a reference step input of 1.0 N · m
and a step disturbance of value −10.0.

According to Table 1, the LMI-based controller has a better performance
compared to the LQG, as its IAE indices are considerably small.

Table 1. Performance indices for a reference step input of 1.0 N · m and a step
disturbance of value −10.0.

Indices LQG LMI

Tr [s] 5.03 2.60

OS [%] 0.03 0.0

IAEq 0.2938 0.0407

IAEr 1.7569 0.4703

Other simulation results in Fig. 5 show the performance of the two con-
trol strategies considering measurement noise, arbitrary reference inputs and
step disturbances. The two controllers present a good performance in reference
tracking and disturbance rejection.



Robotic Manipulator Whit LMI-Based with LTR 121

Fig. 5. Reference tracking and step disturbance rejection response of the LMI-based
and LQG control systems with measurement noise.

5 Conclusions

This work presented the modelling and torque control of a joint of a robotic
manipulator driven by a three-phase induction motor. The two control strategies
presented are designed to achieve a robust performance and can be used not only
in SISO (single-input and single-output) systems.

The performance quantified by means of indices such as the IAE was anal-
ysed for the corresponding application. It was seen that for the joint torque
control of the studied manipulator, the LMI-based control strategy offers better
results in both reference tracking and disturbance rejection capability.

Furthermore, analysing the control effort, one can see a similarity in the
LMI and the LQG strategies in disturbance rejection. Thus, for this applica-
tion the choice of the LMI-based control method is suitable and satisfactory. In
the results, the presence of the measurement noise does not prevent the robust
performance of the two control strategies. This reaffirms the suitability of these
methods in applications involving industrial robot manipulators.

As a future work, the authors intend to control all the manipulator joints in
parallel, that is, a MIMO system application.
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Improvement (CAPES) and the Brazilian National Council for Scientific and Techno-
logical Development (CNPq) for the financial support to this research.
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Abstract. In recent decades, most countries have responded to continuous
longevity improvements and population ageing with pension reforms. Increas-
ing early and normal retirement ages in an automatic or scheduled way as life
expectancy at old age progresses has been one of the most common policy
responses of public and private pension schemes. This paper provides compa-
rable cross-country forecasts of the retirement age for public pension schemes
for selected countries that introduced automatic indexation of pension ages to
life expectancy pursuing alternative retirement age policies and goals. We use a
Bayesian Model Ensemble of heterogeneous parametric models, principal com-
ponent methods, and smoothing approaches involving both the selection of the
model confidence set and the determination of optimal weights based on model’s
forecasting accuracy. Model-averaged Bayesian credible prediction intervals are
derived accounting for both stochastic process, model, and parameter risks. Our
results show that statutory retirement ages are forecasted to increase substantially
in the next decades, particularly in countries that have opted to target a constant
period in retirement. The use of cohort and not period life expectancy measures in
pension age indexation formulas would raise retirement ages even further. These
results have important micro and macroeconomic implications for the design of
pension schemes and individual lifecycle planning.

Keywords: Retirement age · Bayesian Model Ensemble · Mortality forecasting ·
Life expectancy gap · Pension design and policy · Stochastic methods

1 Introduction

In recent decades, most countries have responded to continuous longevity improve-
ments, low fertility, population ageing, and declining market returns with systemic
and/or gradual parametric pension reforms to restore solvency and to alleviate pub-
lic finance pressure [1]. Parametric reforms include modifying the pension system rules
and parameters (e.g., retirement ages, contribution rates, benefit formula, indexation
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rules, pension accruals, qualifying conditions, pension decrements/increments). Sev-
eral countries adopted more systemic reforms by profoundly changing the nature of
their public pension schemes (e.g., the Notional Defined Contribution (NDC) system’s
adoption in Sweden, Poland, Italy, Norway and Latvia) or by strongly supporting the
introduction of new (mandatory or voluntary) pillars. Many countries have also acted on
the revenue side of the system, for instance, by ear-marking tax revenue for the public
pension system, by reducing tax reliefs and allowances on pension benefits1. For public
national pension schemes, a common element of most reforms has been to introduce
an automatic link between future pensions and life expectancy developments. The link
has been strengthened in at least seven different ways [2]: (i) by linking life expectancy
and/or other demographic markers (e.g., sustainability factors) to initial pensions (e.g.,
Finland, Portugal); (ii) by indexing the full and early retirement ages to life expectancy
(e.g., Denmark, the Netherlands, Portugal, Slovakia, Italy, Finland, Cyprus, UK); (iii)
by linking the eligibility requirements to longevity developments (e.g., France); (iv)
by indexing pension decrements (increments) for early (late) retirement to longevity
markers (e.g., Portugal); (iv) by replacing traditional Notionally Defined Benefit (NDB)
public PAYG schemeswith NDC schemes; (vi) by conditioning pension indexation (e.g.,
the Netherlands). (vii) by phasing in national FDC plans (e.g., Chile).

Increasing early and normal retirement ages in an automatic or mechanical way as
life expectancy at old age progresses and closing routes into premature retirement has
been one of the most common policy responses of public and private pension schemes
to population aging [3]. To this end, countries have been pursuing different retirement
policy strategies [10]: (a) implementing fixed schedules (e.g., Germany, Spain, United
States), (b) automatically indexing retirement age to life expectancy, (c) targeting a
constant expected number of years in retirement, (d) targeting a constant balance (ratio)
between time spent in work (contributing) and in retirement, (e) targeting a constant ratio
of adult life (or total lifespan) spent in retirement, (f) targeting a stable old-age depen-
dency ratio, (g) following simple ad-hoc rules to share the longevity risk burden between
workers and pensioners. The way these policies have been introduced suffers, however,
from several flaws. First, unisex life expectancy measures computed from official period
life tables have been used to index retirement ages to longevity developments, neglect-
ing the sizable systematic difference between period and cohort life expectancy (life
expectancy gap), generating unintended and sizable ex-ante tax/subsidies from future to
current generations, giving a false signal and an unfair actuarial link between the con-
tribution effort and pension entitlements, distorting labour supply decisions leading to
macroeconomic inefficiency, incorrectly signalling solvency prospects and, as a result,
delaying or slowing down pension reforms [1, 2]. Second, they adopt uniform rules
neglecting longevity heterogeneity between socioeconomic groups and high lifespan
inequality at retirement [12, 13]. Predicting state pension ages is important for many
reasons including assessing the long-term sustainability of pensions and other social
benefits, planning for retirement, macroeconomic forecasting, healthcare, qualification
and taxation policies, intergenerational fairness valuations.

1 In private individual or employer-sponsored pension plans, insurance and non-insurance
longevity risk-sharing devices have been proposed and/or implemented, the benefit structure
switched from DB to DC and conservative ALM strategies have been adopted [4–9, 15].
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This paper provides comparable cross-country forecasts of the normal retirement
age for public national pension schemes of selected countries (The Netherlands, Den-
mark, Portugal, Slovakia) that introduced automatic indexation of pension ages to life
expectancy. The four countries pursued alternative retirement age policies and are thus
a good sample for policy analysis and discussion. We evaluate to what extent the use
of a period and not a (more adequate) cohort approach to life expectancy computation
affects the retirement age path. To forecast retirement ages by age, sex and calendar
year, life expectancy measures must be estimated from stochastic mortality models.
The traditional approach to age-specific mortality rate forecasting is to use a single
deemed to be «best» model for each population selected from a set of candidate mod-
els using some method or criteria, often neglecting model risk for statistical inference
purposes. To this end, a significant number of single and multi-population discrete-time
and continuous-time stochastic mortality models have been proposed in the actuarial
and demographic literature2. To tackle both the model risk problem and the need to
generate comparable cross country and subpopulation estimates, we follow [1, 10, 14]
and use an adaptative Bayesian Model Ensemble of heterogeneous models comprising
Generalised Age-Period-Cohort (GAPC) stochastic mortality models, principal compo-
nent methods, and smoothing approaches. The novel strategy is motivated by the model
confidence set procedure developed by [16] and involves both the selection of the subset
of superior models using a fixed-rule trimming scheme and considering the model’s
out-of-sample forecasting performance in the validation period, and the determination
of optimal weights3. To derive BME prediction intervals for the quantities of interest, we
use the Model-Averaged Tail Area construction proposed by [19] accounting for both
stochastic process andmodel and parameter risk.Model combination has a long tradition
in the statistical and forecasting literature but has received little attention in the actuarial
and demographic arena. Ensemble learning methods have proven to improve traditional
andmachine learning forecasting results [20]. The empirical results show that: (i) normal
retirement ages are forecasted to increase substantially in the next decades, particularly
in countries targeting a constant period in retirement; (ii) the use of cohort instead of
period life expectancy measures in the indexation formula would raise retirement ages
even further. The results have important micro and macroeconomic implications for the
design of pension schemes and for individual lifecycle labour market, consumption and
saving decisions. The structure of this article is as follows. Section 2 outlines the key con-
cepts and research methods used in the paper. Section 3 reports summary results for the
forecasted pension age together with the reference period (and cohort) life expectancy
measures. Section 4 critically discusses the results and concludes.

2 Materials and Methods

2.1 Life Expectancy Measures

Let τpx(t) denote the τ -year survival rate of a reference population cohort aged x at time
t, defined as τpx(t) := exp

(−∫ τ

0μx+s(s)ds
)
, whereμx(t) is a stochastic force ofmortality

2 See, e.g., [21–28] and references therein.
3 This contrasts with previous approaches focusing either on the selection of optimal combination
schemes and weights [17] or assigning equal weights to the set of superior models [18].
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process. For the discretized stochastic process, we assume that μx+ξ (t + ε) = μx(t) for
any 0 ≤ ξ, ε < 1, from which μx(t) is approximated by the central death rate mx(t) and
px(t) = exp(−mx(t)). The complete cohort life expectancy for an x -year old individual
in year t is computed as follows

ėCx,g(t) := 1

2
+

ω−x∑

k=1

exp

⎛

⎝−
k−1∑

j=0

mx+j,g(t + j)

⎞

⎠, (1)

whereas the corresponding period life expectancy is given by

ėPx,g(t) := 1

2
+

ω−x∑

k=1

exp

⎛

⎝−
k−1∑

j=0

mx+j,g(t)

⎞

⎠, (2)

with ω denoting the highest attainable age. The concept of life expectancy gap [2] at age
x in year t, ėGapx,g (t), is given by ėGapx,g (t) := ėCx,g(t) − ėPx,g(t).

2.2 Retirement Age Policies

This section briefly resumes the retirement age policies adopted in the mandatory part
of public PAYG pension schemes of selected countries (The Netherlands, Denmark,
Portugal, and Slovakia) to automatically index the full pension age to life expectancy. In
The Netherlands, the scheme comprises the universal state pension (Dutch: Algemene
Ouderdomswet, AOW) (first pillar), occupational pension schemes (second pillar), dis-
ability benefits and survivor benefits. Before the 2012 reform, it provided all residents a
flat-rate pension benefit as from the age of 65. In 2012 the government passed a reform
increasing the eligibility age for the public pension and the creation of incentives for a
similar movement in 2nd and 3rd pillar pensions. The plan was to raise the eligibility age
by one month per year between 2013–2015, three months per year between 2016–2018
and four months per year in 2019–2021, reaching the age of 67.2 by 2021 [29]. From
that year on, the pension age will be linked to period life expectancy computed at age
65 as projected by Statistics Netherlands, in the following way4:

�xR,t =
[
ėP65(t) − 18.26

]
− (

xR,t−1 − 65
)
, (3)

where�xR,t is the increase of the eligibility age (in years), xR,t−1 is the previous year eli-
gibility age, and the remaining variables keep their previous meaning. The law requires
the government to announce the automatic increases at least 5 years before implemen-
tation. In case �xR,t is negative or less than 0.25 years, the value of �xR,t will be set at
zero (pension age decreases are ruled out by law). The increases are not continuous but
set at 3-month steps. The policy goal underlying the indexation rule (3) is that expected

4 On July 2, 2019, the Dutch parliament passed a law that slows the rate of scheduled increases
in the retirement age for public pensions, under which the retirement age will remain at the
2019 through 2021 and will rise gradually to age 67 from 2022 to 2024. Starting in 2025, the
retirement age will automatically rise based on increases in life expectancy at age 65.
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years in retirement should be constant and equal to 18.26. The precise way in which it
has been designed implies, however, that the expected remaining lifetime at retirement
exceeds that target.

The Danish multi-pillar system comprises state organized pensions, privately and
collectively organized occupational pensions and private and individual pension savings.
In pillar one, all citizens above the state pension age (in 2020, 66 years of age for women
and 67 for men) are entitled to a universal tax financed, flat rate pension. The first
pillar includes a mandatory and fully funded supplementary benefit (ATP) covering
wage earners, unemployed and disability pensioners [29]. Following the 2006 and 2011
reforms, the retirement will gradually be raised from 65 to 67 in 2022. In addition,
the state pension age was linked to period life expectancy, using 1995 as baseline. The
expected period in retirement is targeted at 14.5 years (17.5 including VERP5), based
on period life-expectancy at age 60 for the total population. The indexation mechanism
of the retirement age is as follows:

xR,t = 60 + ėP60(t − 15) − 14.5. (4)

Changes in old-age pension age are decided 15 years before they occur (12 years for
VERP), with the first increase due to decision in 2015-indexation to be in 2030 (2027
for VERP). The maximum increase in the retirement age is restricted to 1 year every
5 years, with increases rounded to the nearest half year.

The Portuguese pension system is based on three pillars of differing importance: the
dominant earnings-related old-age state pension system (first pillar), the occupational
pension provision (second pillar), and the personal pension provision (third pillar). The
first pillar combines an earnings-related, defined benefit (DB), mandatory public PAYG
scheme, comprising two separate but convergent schemes: (i) a private-sector workers
scheme and (ii) a civil service pension scheme covering public servants enrolled before
December 2005. Occupational pension schemes and accident insurance form the second
pillar. The third pillar, personal pension provision, is voluntary and consists of various
private personal funded schemes [30, 31]. There is a common time-dependent normal
retirement age for both men and women which, from 2015 onwards, is automatically
linked to period life expectancy computed at age 65 as follows

xR,t = 66 + mt

12
,with mt = 2

3

[∑t

j=2015
12 ×

[
ėP65(j − 2) − ėP65(j − 3)

]]
(5)

where mt denotes the number of months to be added to the statutory retirement age
(rounded to the nearest integer). As of 2020, the normal retirement age is 66 years and
5 months for both men and women. The policy goal underlying (5) is to extend the
working life by two thirds of period life expectancy gains observed at age 65.

Finally, the pension system in Slovakia consists of an earning related universal pen-
sion system (PAYG, mandatory, DB points system) covering almost all pensioners in
the country, the armed forces pension scheme and voluntary fully funded 2nd and 3rd

pillar DC schemes. Until 2003, the normal retirement age was 60 years for men and
53–57 years for women (depending on the number of children raised). Since 2004, that

5 Voluntary early retirement pension (VERP).
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age has been gradually converging to 62 for both men and women. The 2012 pension
reform, effective as from 2017, linked the retirement age to the Y-O-Y difference (in
days) of 5-year moving average of the unisex period life expectancy as follows:

(6)

where is the 5-year moving average observed between years t − 7 and
t − 3 at the age of round down xR,t−1. This indexation rule (6) allocates the burden of
longevity improvements to future pensioners only. As of 2020, the normal retirement
age is 62 years and 6 months for women and 62 years and 8 months for men. In March
2019 there was a reform reversal, with the retirement age now capped age 64 after which
there will be no further increases.

2.3 Bayesian Model Ensemble Approach to Mortality Forecasting

This section summarizes the Bayesian Model Ensemble (BME) approach for mortality
modelling and forecasting proposed in [1] and adopted here. Let each candidatemodel be
denoted byMl , l = 1, ...,K representing a set of probability distributions comprehend-
ing the likelihood function L(y|θl,Ml) of the observed data y in terms of model specific
parameters θl and a set of prior probability densities for said parameters p(θl |Ml). Con-
sider a quantity of interest � present in all models, such as the future observation of y.
The marginal posterior distribution across all models is

p(�|y) =
K∑

k=1

p(�|y,Mk)p(Mk |y), (7)

where p(�|y,Mk) denotes the forecast PDF based on model Mk alone, and p(Mk |y) is
the posterior probability of modelMk given the observed data. The posterior probability
for model Mk is denoted by p(Mk |y) with ∑K

k=1p(Mk |y) = 1. To identify the model
confidence set and compute model weights, for each subpopulation we first rank the
models according to their out-of-sample predictive accuracy.We conducted a backtesting
exercise considering a 5-year forecasting horizon for all models and populations and
use the symmetric mean absolute percentage error (SMAPE) to measure forecasting
accuracy. To compute p(Mk |y), the normalized exponential function is adopted

p(Mk |y) = exp(−|ξk |)
∑K

l=1exp(−|ξk |)
, k = 1, ...,K, (8)

with ξk = Sk/max{Sk}k=1,...,K and Sk is SMAPE for model k and population g.
The normalized exponential function assigns larger weights to models with smaller
forecasting error, with the weights decaying exponentially. The sampling distribu-
tion of the BME estimate of the quantity of interest � is a mixture of the individual
model sampling distributions. We derive model-averaged Bayesian credible intervals
using the Model-Averaged Tail Area (MATA) construction [19]. Let φ = g(�) be

a transformation of the variable of interest with sampling distribution φ
∧

k = g
(
�
∧

k

)
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approximately normal given that Mk is true. The (1 − 2α)100% MATA-Wald confi-
dence interval for � is given by the values �L and �U which satisfy the pair of
equations: (i)

∑K
l=1wk

(
1 − ΦL,k

) = α and (ii)
∑K

l=1wk
(
ΦU ,k

) = α, where zL,k =(
�
∧

k − �L

)
/se

(
�
∧

k

)
, zU ,k =

(
�
∧

k − �U

)
/se

(
�
∧

k

)
, ΦL = g(�L), ΦU = g(�U ) and

Φ(·) is c.d.f. of the standard normal distribution.

2.4 Candidate Stochastic Mortality Models

The set of candidate stochastic mortality models considered in the implementation of the
adaptive BME comprises six widely used single population GAPC models, one single-
population univariate functional demographic time-series model (weighted Hyndman-
Ullah method), one bivariate functional data model (Regularized SVD model) and the
two-dimensional smooth constrained P-splinesmodel. Table 1 summarizes the analytical
structure of the nine candidate models considered in this study.6

Table 1. Analytical structure of the stochastic mortality models

Model Analytical structure Reference

LC ηx,t = αx + β
(1)
x κ

(1)
t [21]

APC ηx,t = αx + κ
(1)
t + γt−x [23]

RH ηx,t = αx + β
(1)
x κ

(1)
t + β

(0)
x γt−x [22]

CBD ηx,t = k(1)
t + (x − x)k(2)

t [24]

M7 ηx,t = k(1)
t + (x − x)k(1)

t +
(
(x − x)2 − σ

)
k(1)
t + γt−x

[32]

Plat ηx,t = αx + k(1)
t + (x − x)k(2)

t + (x − x)k(3)
t + γt−x [26]

HUw yt(xi) = ft(xi) + σt(xi)εt,i, i = 1, .., p t = 1, ..., n [33]

CPspl η = Bα [34]

RSVD m(x, t) = d1U1(t)V1(x) + ... + dqUq(t)Vq(x) + ε(x, t) [35]

Source: Author’s preparation

The set includes: [LC] the standard age-period Lee-Carter model under a Poisson
setting for the number of deaths; [APC] the age-period-cohort model; [RH] an extension
of the Lee-Carter model to include cohort effects in the linear predictor ηx,t , particu-
lar substructure obtained by setting β

(0)
x = 1 and additional approximate identifiability

constraint; [CBD] the Cairns-Blake-Dowd model considering a predictor structure with
substructure β

(1)
x = 1 and β2

x = (x − x), with x the average age in the data; [M7] an
extension of the original CBD model with cohort effects and a quadratic age effect;
[Plat] the Plat model [26] with κ

(3)
t = 0; [HUw] the weighted Hyndman-Ullah Func-

tional DemographicModel (FDM) considering geometrically decayingweights; [CPspl]

6 See [1] and references there in for technical details.
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the two-dimensional P-splines model with demographic constraints; [RSVD] the Reg-
ularized Singular Value Decomposition (RSVD) model. Some of the GAPC models
described in Table 1 are nested within one of the others. In these cases, trimming models
and determining a model confidence set leads to better estimates of each model’s weight
in the combined forecast. To implement the adaptative BME procedure, we use a fixed-
rule trimming scheme in which the number of GAPC models to be discarded is fixed
exogenously (three out of six) and determine the statistically superior set of best models
based on the model’s out-of-sample forecasting performance in the validation period.
To forecast age-specific mortality rates, we first calibrate the models using each country
population data from 1960 to the most recent year available and for ages in the range
60–95. We derive prediction intervals for mortality rates accounting for both stochastic
process and parameter risk using a bootstrap approach [36]. For each model and popula-
tion, we consider 5000 bootstrap samples. The model fitting, forecasting and simulation
procedures have been implemented using a R software routine. The datasets used in this
study consist of observed death counts, Dx,t , and exposure-to-risk, Ex,t , classified by
age at death x ∈ [0, 110+], year of death t ∈ [1960, 2018] and sex, obtained from the
Human Mortality Database [11] and national pension age data.

3 Results

Figure 1 plots, for the total population of each country, the model confidence set (verti-
cal axis) and the BME model weights (horizontal axis). We can observe that the model
confidence set varies between countries and their predictive accuracy is population spe-
cific. We find that no single model dominates based on the predictive accuracy criteria.
Figure 2 plots the BME forecast of the unisex period and cohort life expectancymeasures
at the reference indexation age from 2020 to 2100 (2050 for cohort longevity measures)
and corresponding 95% MATA confidence intervals, together with the point forecast of
the pension age using the actual legislated formulas (3)–(6). In addition, it plots also
forecasts of the pension age that would emerge if cohort and not period life expectancy
measures were used. In The Netherlands, the period (cohort) life expectancy at age 65 is
forecasted to increase from 20.42 (21.82) years in 2020 to 23.32 (24.81) years in 2050.
The life expectancy gap growths from 1.40 in 2020 to 1.49 in 2050, which represents a
constant implicit tax of 7% from future to current pensioners.

TheDutch pension age is forecasted to increase from the current 66.3(3) years in 2020
to 70.06 years in 2050 and to 74.21 years by 2100, considering the current indexation rule
based on ėPx,g(t). If, instead, the cohort life expectancy had been considered, the results
show that the normal pension age would need to raise nearly 1.5 years to 71.55 years in
2050 to be consistent with the target of delivering 18.26 expected years in retirement.
In Denmark, the period (cohort) life expectancy at age 60 is forecasted to increase from
23.88 (25.87) years in 2020 to 27.15 (29.00) years in 2050, with a significant positive
life expectancy gap of 1.85 years in 2050. The Danish pension age is forecasted to
increase from 67 years in 2020 to 71 years in 2050 and to 76 years by the end of the
century. If, instead, the cohort life expectancy had been considered, the results show that
the normal pension age would need to raise one extra year to 72 years in 2050 to be
consistent with the target of delivering 14.5 expected years in retirement. Compared to
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Fig. 1. Model confidence set and BMEmodel weights per country, total population. Notes: DNK
= Denmark, NLD = The Netherlands; PRT = Portugal; SVK = Slovakia.

the Dutch case, the pension age increases in Denmark are mitigated by the constraint
that imposes a cap on retirement age increments (one extra year every 5 years). The
BME results for Portugal show that the unisex period (cohort) life expectancy at age
65 is forecasted to increase from 20.24 (21.59) years in 2020 to 23.30 (25.04) years in
2050 and to 27.54 years (period) in 2100. As a result, the Portuguese normal pension
age is forecasted to increase from the current 66.41(6) years for both men and women
in 2020 to 68.41(6) years in 2050 and to 71.3 years by the end of the century. If, instead,
the cohort life expectancy had been considered, we forecast that the normal pension
age would need to raise to 68.6(6) years in 2050. Compared to other countries, we note
that the retirement age indexation mechanism adopted in Portugal is less sensitive to the
choice of the life expectancy measure, with deviations emerging only to the extent that
ėPx,g(t) and ėCx,g(t) exhibit different trends.

We note also that the retirement age policy adopted, splitting the burden of longevity
increments between active life and retirement periods, results in smaller pension age
increments when compared to the Dutch and Danish cases which target a constant
period in retirement. Finally, the results for the Slovak Republic show that the period
(cohort) life expectancy at age 63 is forecasted to increase from 18.80 (19.83) years in
2020 to 21.07 (22.09) years in 2050 and to 24.04 in 2100 (period approach). As a result,
the normal pension age resulting from the indexation rule (6) was forecasted to increase
from the current 62.6(6) years for both men and women in 2020 to 65.04 years in 2050
and to 67.97 years by the end of the century. Once again, if the cohort life expectancy
had been considered, the results show that the statutory pension age would need to raise
to 65.05 years in 2050, almost the same as that obtained using the period approach.
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Fig. 2. BME Forecast of unisex period and cohort life expectancy and pension age with 95% CIs.
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4 Conclusion

The purpose of linking retirement ages to life expectancy developments is chiefly to
minimize the impact of demographic and economic shocks on the financing of pension
schemes, but they also carry an implicit objective of introducing economic/actuarial
rationality for justifying changes, avoiding the thorns of regular political negotiations
to adopt the required adjustments enhancing the credibility of the system, preventing
unexpected public finance burdens in the future. The way they have been introduced in
pension schemes suffers, however, from several flaws, including the use of inappropriate
longevitymeasures, lack of actuarial fairness across generations, longevity heterogeneity
between socioeconomic groups and high lifespan inequality. This paper provides fore-
casts of statutory retirement ages for selected countries using a novel adaptative BME
approach and briefly discusses its implications for retirement planning. Retirement age
increases have significant micro and macroeconomic implications and raise new chal-
lenges such as reducing inequality, guaranteeing fairness across generations, adapting
labour markets to older workers, adopting uniform or differentiated rules by sex and
socioeconomic group, raising healthy life expectancy in tandem with life expectancy,
reforming health care systems, investing in lifetime qualification policies for enhanced
productivity at old ages, or tackling the case of women with children.
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Abstract. In this paper, we propose a methodology combining Bayesian and
big data tools designed to optimize the investigation of fraud. This methodology
is called Bayesian dialysis. We address three issues: a) Is it possible to capitalize
on the evidence provided by data indicating fraud without a parametric model
and using an interpretable approach? b) If so, would it be the best solution in any
case? c) What is the effect size of all unobservable, even unknown, variables?
We prove the viability of a new method using as an exemplary case the selection
for VAT control in the Spanish Tax Agency (Agencia Estatal de Administración
Tributaria—AEAT). The new method improves fraudster detection precision by
12,29%, which is increased from an average of 82.28% to 94.36%. We also use
2018–2019 corporate tax data to test the scope of this approach. Finally, based
on the concept of tetrads, we propose a method to quantify the effect of
unknown latent variables on models analysis.

Keywords: Bayes � Fraud � VAT � Beta

1 Introduction

Of the many manifestations of fraud [1], tax fraud is particularly important. It has been
estimated to amount annually to € 825,000 million in the EU [2] and € 25,648 million
in Spain [3].

Efforts to combat fraud include identifying new models [4], using tested statistical
methods [5] and creating new methods [6]. A review of the state of the art in the tax
field [7] shows that all kinds of techniques are used, including data mining [8, 9]. These
techniques are not able to capitalize on experience, except by recalculating model
parameters. They are insufficient in problems such as tax fraud, where two taxpayers
may or may not defraud motivated by their personal convictions or background, which
are constructs characterized by unobservable variables. This paper presents a method to
capitalize on the evidence from checks previously performed by the experts. Section 2
provides the problem setting and describes variables. Section 3 shows the research
applied to data on VAT inspections carried out by the AEAT in the period 2009–2018
and corporate tax in the year 2018–2019 in response to the above three questions.
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2 Methodology

2.1 Notation

Let xi, for i = (1, 2,…, N), elements of a set Ut, used to investigate possible cases of
fraud. For each period t, a subset It � Ut is selected and inspected. Experts try to
maximize the fraud detected with a Mt model that evolves with experience. Evidence,
Et, includes cases of fraud, Ft, and compliance, Ct, with It = Ft [ Ct. Thus, we can
identify potential explanatory variables of fraud.

2.2 Problem Setting

Problem 1. Is it possible to capitalize on the evidence provided by data indicating
fraud without a parametric model and using an interpretable approach?

Problem 2. If so, would it be the best solution in any case?

Problem 3. What is the effect size of all unobservable, even unknown, variables?

2.3 Valuation of the Evidence

Step 1. Gather Evidence. Every year experts extract subsets It from Ut, taxpayer
census, for inspection, using a Mt model built using experience-based rules or statistical
tools. Using the data from past inspections, Et-1, it is possible to determine the pro-
portion p of fraud detected by each combination of variables (i.e., value added tax
(VAT) fraud by automobile repair shops). It is also possible to determine the confi-
dence interval [CI] of p using a beta distribution. For two fictitious groups,
I1 = {F1 = 400, C1 = 100} and I2 = {F2 = 9, C2 = 1}, p1 ¼ 400/500 = 0.8 and p2 ¼
0.9, respectively. The respective confidence intervals for a ¼ 5% would be (0.762,
0.832) and (0.587, 0.977). The variability of the latter interval is higher because it
includes a smaller number of elements.

Step 2. Select Variables and Propose a Model. We could select a set of potentially
explanatory variables of fraud (V) using either the variables taken into account by the
experts or statistical techniques to predict fraud (Y) from potential predictors (X).
Experts use models to select variables. However, they do not know the real causes of
fraud and the magnitude of the relations between variables, and they may overlook key
latent variables and misinterpret confounding bias.

In our research, we accounted for four variables: V = {v1 = VAT paid quota,
v2 = volume of sales according to Art. 121 of the Law, v3 = difference between
declared sales and income attributed by third parties, v4 = percentage year-over-year
sales increase}.

These variables were used to build directed acyclic graphs (DAGs), which are an
accepted economic form of knowledge representation [10, 11]. As we have the evi-
dence, It-1, we can determine the annual joint probability distribution and, if we have a
model of fraud, build a Bayesian network (BN).
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The number of causal graphs that can be built with N variables is 4
N!

2! N�2ð Þ!. If N = 4,
we have 46 = 4,196, and, if N = 6, this number increases to 1,073 million. Even
confined to DAGs, this is an unmanageable number [12]. Therefore, we have used a
model proposed by experts.

Step 3. Measure Evidence. A subset of U structured according to variables is referred
to as a cube (actually a hypercube if the number of variables is greater than 3). For each
continuous variable, we determine the percentiles (Di), which are quartiles i 2
1; 2; 3; 4f g in some cases and deciles i 2 1; � � � ; 10f g in others. If we use quartiles in a

problem with three variables, each data cube will be divided into 4m = 43 basic cubes
or, if we use deciles, into 1000. The number is potentially much greater for categorical
variables. For the analysis of a customs fraud problem, the number of Harmonized
System subheading codes is 5,212. For tax checks, such as VAT in Spain, the number
of economic activity statistical codes of is 1,219.

The value of p is different in each basic cube and is greater in some cubes than in
others. If the variables are V ¼ v1; � � � ; vNf g, the hypercube It contains a number of
elementary hypercubes given by:

Number of components ¼
YN

i¼1

YMi

j
vij ; ð1Þ

where Mi is the number of components of the variable vi.
A number of these cubes, ID, contain data, evidence, and we define the coverage

coefficient u as:

u ¼ #ID
#I

: ð2Þ

For example, if we analyse the fraud in Spain’s import flows in the year 2019 using
the Harmonized System and country of origin codes as variables, the result would be:
uHC ¼ 25;607

407;620 ¼ 6:23%, because fraud was detected in 25,607 out of the 407,620
possible combinations of commodity and country codes. If we include a third
dimension, importer code, the value of the coverage coefficient will be smaller because
this variable is subject to the curse of dimensionality: uHCI ¼ 118;193

12;849;448 ¼ 0:91%.

Step 4. Model quality metrics. Decision theory provides many tools to deal with the
uncertainty associated with fraud prediction. One classical tool is the confusion matrix
(Table 1).

It is common to use ratios like Inspection Rate ¼ IR ¼ TPþFP
TPþTN þFPþFN ; Accuracy ¼

A ¼ TPþTN
TPþFPþTN þFN, Recall ¼ R ¼ TP

TPþFN and F1 ¼ 2RP
RþP.

In our case, evidence is confined to the first column, those cases where fraud has
been predicted and companies have been inspected. This differs from clinical trials,
where there is information about the cases treated with placebo. We can use:
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Precision ¼ P ¼ TP
TPþFP

¼ TP
I

¼ p and ð3Þ

Failure ¼ F ¼ FP
TPþFP

¼ TP
I

¼ c; ð4Þ

which represent the percentage of cases of fraud and the percentage of cases of
compliance found in I.

We also use confidence intervals, calculated from a beta a distribution of P and F,
output after controlling the top n% of elements of a subset ordered by level of risk. 3.

3 Results

3.1 Question 1. The Case of VAT Control

The 2018 AEAT taxpayer census, U2018, contains 69.9 million taxpayers.
The AEAT performs checks, triggered by omissions and rules of compliance, and

intensive inspections. In 2018, AEAT conducted 58,819 intensive inspections of cases,
of which 19,738 focused on VAT, detecting 16,635 cases of fraud, see Table 2, where
p = 84.28% with CI (83.79, 84.80). In the case of import flow, the raud detected (2019)
was p = 2.32%. We find that the precision of the checks depends on the problem
characteristics. Precision is much higher whenever companies are selected for an
inspection after a scrutiny of their record resulting in serious grounds for suspicion than
for decisions based on systems of general rules applied in seconds by the system. The
existence of fraud is identified by the “amount instructed” variable. If this magnitude is
greater than cero, it implies existence of fraud.

Table 2 illustrates the taxpayer census (1), the number of taxpayers selected for
VAT inspection (2), cases of compliance (3), cases of fraud (4), percentage of fraud.

Table 1. Confusion matrix

Observed Prediction of the model
Fraud Compliance

Check
Fraud True positives (TP) False negatives (FN)
Compliance False positives (fp) True negatives (TN)

Table 2. Fraud detected by taxpayer type

Census Results (I2018)
I2018 C2018 F2018 F/I

Total nº nº nº %
69,918,752 19,738 3,103 16,635 84.28
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Table 3 shows the data from an estimation of the fraud rate and CIs by crossing
data on company size and type. A business, like a bar, owned by a natural person may
have several other natural persons on its payroll.

The correlation between interdecilic numbers and variables is: −0.14 with v1 =
VAT paid quota, −0.3 with v3 and −0.4 with v4. For example, the correlation between
(1,� � �,10) and the average fraud values found in the deciles of v2 is −0.07. Therefore,
there is no correlation between the proportion of fraud detected in the interval and the
magnitude of the quota.

Figure 1 (left) depicts the number of cases inspected from 2009 to 2018 (dotted
line), with 294,321 inspections, p = 85.39% and r ¼ 0:2. Figure 1 (right) shows the
deciles for three variables {v2, v3, v4} and each combination of interdecilic intervals
representing detected fraud. There are 343 N.A. elements (u ¼ 0:2), and there is no
continuous gradient. Therefore, it would not be a good strategy to choose the elements
in the last deciles, becase the highest fruad is not there. The cubes with the densest
concentration, like the red spheres, should be identified and filtered.

Once we have identified the elementary hypercubes (EH) (spheres in Fig. 1) in
which most fraud is concentrated, the number of selected EH can be represented, as in
Fig. 2, on the abscissa and the percentage of fraud for which they account on the
ordinate for each set of analysed variables {v1, v2, v3}, {v1, v3, v4}, {v1, v2, v3, v4}. For
the first combination, there are 345 basic elements with information (u ¼ 0:35)
including an average of 58 cases of fraud and, for the second, u ¼ 0:696, with an

Table 3. Number of cases, percentages and confidence interval.

Natural persons Legal entities

7,177 90.76 12.561 81.06 19,738 85.07

90.37 81 80,89

89.38 6,466 79.67 10,169 84.07

16,695

p = % fraud
b = Interval 0.975
c = Interval 0.025

40,000

35,000

30,000

25,000

20,000

15,000

Fig. 1. Granularity and homogeneity (Own elaboration)
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average of 28 fraud cases. The first combination {v1, v2, v3} is more parsimonious (see
Fig. 2), as it provides more information with fewer elements.

We capitalize on the evidence from inspections carried out in the year t-1 (i.e.,
2017), choosing the elementary hypercubes with information. We create what we
define as N-dimensional Bayesian filter BFN

2017: filter because some of the inspections
are selected, and Bayesian because the confidence interval of a beta distribution is then
applied to the selection. Dialysis is run on I2018, using the three-dimensional filter based
on the selected tree variables created with data from the previous year.

DI 2017�2018 ¼ BF 3
2017 I 2018ð Þ:

If the p of DI2017–2018 is statistically greater than 82.28% (the real result output
according to expert criteria), dialysis can be considered to capitalize on experience.

I2017 contains 21,055 elements with 17,499 cases of fraud (p = 83.33%), see Table 4.
For each of the two sets of analysed candidate variables, {v1,v2,v3} and {v1,v3,v4}, we
determined the deciles and selected the 3D hypercubes with evidence of fraud.

We selected two levels of n%, with p > 85% (Level 1) or with p > 90% (Level 2)
to create a DI2017–2018 using variables {v1,v2,v3} and {v1,v3,v4} with 154 and 240
elements, respectively, see Table 4. We filtered I2018 using both levels for cubes with
evidence and found 183 and 371 using {v1,v2,v3} and {v1,v3,v4}, respectively. Level 1
returned 12,211 cases of fraud (67.73% of the total) with a p of 89.97%. For Level 2
(p > 90%), u ¼ 0:39 in {v1,v2,v3} and u ¼ 0:269 in fv1,v3,v4g.

The data are shown in Table 4. The p values detected in both dialyses (89.04 and
96.30 for variables {v1,v2,v3} and 89.97 and 94.36 for {v1,v3,v4}) are better than the real
values detected using the expert model. This is self-evident for 2017 data, because we
select only the top performers, but, importantly, also for 2018.This goes to show that we
can capitalize on evidence, that is, detect the effect of persistent and unknown causes.

To select the best option, we apply a Bayesian approach using CI criteria instead of p.
The CI0.85{v1,v2,v3} interval is calculated using F = 9,349 and C = 1,151 (10,500

inspections) and is (88.42, 89.62). Repeating the process, CI0.90 {v1,v2,v3} is (93.82,
96.09). Similarly, CI0.85{v1,v3,v4} is (89.43, 90.49) and CI0.9 {v1,v3,v4} is (95.51,
96.60). We could choose:

Fig. 2. Accumulated distribution of fraud (Own elaboration)
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a) DI2017–2018 for {v1,v2,v3g with p = 96.30 and a lower bound of the CI0.90 equal to
93.82,

b) DI2017–2018 for {v1,v2,v3} with  p = 94.36 and a lower bound of the CI0.90 equal to
95.51.

If we take costs into account and want to reduce the number of false positives, the
second option (b) offers a (1–0.025), that is, 97.5%, possibility of detecting fraud,
greater than the 95.51% offered by option a).

This method. a) provides excellent results; b) is an alternative to “black box”
approaches, that can´t be used when the solution must be interpretable, as in the case in
the fiscal field; and c) let consider the variability associated to the evidence.

3.2 Question 2. The Case of Corporate Tax Checks

We repeat the process now with corporate tax data for the period 2018–2019, using
three categorical variables: v1 = economic activity code at the item level (with
615 values), v2 = tax residency code (with 17 values), v3 = foreign trade operator
(with 2 values). In this case, the number of EH is 615*17*2 = 20,910, 3,046 of which
provide evidence. Therefore,

u ¼ 3; 046
20; 910

¼ 0:15

We use a one-dimensional filter BF12018 (I2019) in this case, code of activity. We
detect #HE 197 and 217 at the 85% level (2018) and at the 90% level, respectively,
with p = 98.13% and p = 95.35%.

The real inspection strategy is to change the inspected business types every year,
covering different sectors each year. There are more than 69 million taxpayers and only
about 25,000 can be inspected intensively (a further half million extensive checks are
conducted).

Using BF12018 (I2019) for the 5-digit activity code variable, we determined 43 and
57 one-dimensional hypercubes at the 90% level, with p = 96.53%, and at the 85%
level, with p = 95.36%, respectively. The results of applying expert criteria are not as
good: p2019 = 76.30% and p2018 = 76.05%. This follows since they cannot capitalize

Table 4. Dialysis results

Level {v1,v2,v3} {v1,v3,v4}
Ft No. %Ft #HE Ft No. %Ft #HE

Filter built in 2017 85 9,483 10,826 87.59 154 9,120 10,234 88.93 240
90 1,353 1,449 93.37 112 3,301 3,514 93.94 175
All 17,499 21,055 83.11 256 17,499 21,055 83.11 422

Dial sis 2018 85 9,349 10,500 89.04 183 10,987 12,211 89.97 371
90 1,335 1,405 96.30 139 4,705 4,896 94.36 269
All 3,013 19,738 84.28 693 3,013 19,738 84.28 677
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upon evidence because their strategic decision to inspect different types of taxpayers
every year to stop impunity.

The response to Question 2 is that we can only capitalize upon the evidence in
relation to variables that are used in the model to determine the subset for control.

3.3 Question 3. Aggregation of Evidence Under Latent Causes

The combination of simple learners is a well-known machine learning strategy [13].
We now try to combine the two potential explanations and consider the possibility of
the best explanation being provided by {v1, v2, v3, v4}. It is evident that, although these
variables do correlate with fraud, they are not are the real causes and that there is a
latent factor PF “propensity to commit fraud” that has an influence on the declared
data, as illustrated in Fig. 3.

Spearman [14] derived a set of equations, called vanishing tetrads, that are nec-
essarily true in a casual process of this type. He argued that if these equations held,
there was evidence of a latent common cause. We use this idea to estimate the
importance of F. For notational simplicity, let’s denote A = v1, B = v2, C = v3 and
D = v4.

e1 ¼ qABqCD � qADqBC ð5Þ

e2 ¼ qACqBD � qADqBC ð6Þ

e3 ¼ qABqBD � qABqCD ð7Þ

These equationsmust hold regardless of the (non-zero) values of the path coefficients.
Figure 3 shows a possible value of qAB; qCD (i.e., 0.4 and 0.2). If (5) holds, the value of
qAD � qBC must be the same, and there are as many valid combinations as points in the

Fig. 3. Scheme used to apply tetrads
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hyperbole (i.e., 0.1 and 0.8). The geometric position of points for which the vanishing
tetrad condition holds is the depicted hyperboloid of revolution. (when every qi;j [ 0 or
qi;j\0; If it is not the case the solution is the same and can be represented by symmetry). If
the vanishing condition does not hold, theManhattan distance between pointP, real value
of correlations, and the hyperboloid is a measure of the distance to the case where there
is one and only one common cause. For VAT variables, qAB ¼ 0:11; qAc ¼ 0:29;
qAD ¼ 0:08; qBC ¼ �0:06; qBD ¼ 0:34; qCD ¼ 0:04. Therefore, e1 = 0.11*0.04 + 0.08
*0.06 = 0.0092, e2 = 0.29*0.34 + 0.08*0.06 = 0.1034 and e3 = 0.11*0.34 – 0.11*
0.04 = 0.033, and the sum is 0.1456, that is, 4.85% of its maximum value of 3.

Spearman’s reasoning has been used [15] to distinguish causes from effects in
plausible models, as those depicted in the left inferior box of Fig. 3 where, if there is a
common cause Fig. 3 (a), condition of vanishing tetrads holds. We apply the idea to the
relation between PF and vi and we conclude that: a) the combination of the four
variables provides a much better explanation for fraud that the model of experts; and b)
we can sustain that this model, with a common cause, the propensity to frau, is a
plausible causal explanation.
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Abstract. Mixed-type data is common in the real world. However,
supervised learning algorithms such as support vector machines or neu-
ral networks can only process numerical features. One may choose to
drop qualitative features, at the expense of possible loss of information.
A better alternative is to encode them as new numerical features. Under
the constraints of time, budget, and computational resources, we were
motivated to search for a general-purpose encoder but found the existing
benchmarks to be limited. We review these limitations and present an
alternative. Our benchmark tests 16 encoding methods, on 15 regression
datasets, using 7 distinct predictive models. The top general-purpose
encoders were found to be Catboost, LeaveOneOut, and Target.

Keywords: Nominal encoders · Categorical encoders · Feature
engineering · Mixed-type data · Regression · Supervised machine
learning

1 Introduction

In real-world datasets, it is common to find both qualitative and quantitative
features. In particular, nominal features pose a problem for many learning algo-
rithms such as neural networks, which are only able to deal with quantitative
features.

Prior to modeling, a nominal feature with high cardinality on a mixed-type
dataset must be either be dropped or encoded as quantitative values. Dropping
the feature could result in the loss of important information, and is, therefore,
an uncommon practice. On the other hand, transforming the nominal feature
using commonly used methods like One Hot Encoding could lead to growth in
the dimensionality of the data, and increase the risk of effects of the “curse of
dimensionality” during modeling.

Some novel techniques have been proposed to face this problem and transform
all features, both qualitative and quantitative, into new representations. One
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such example is VAEM, a generative auto-encoding neural network [8]. Despite
being promising, we couldn’t find any other experiments with VAEM other than
the work of the authors. Moreover, due to VAEM’s computational requirements
and long training time, we will not be considering this method within the scope
of this study.

Approaches to encoding qualitative features have been studied and bench-
marked before. We find the prior benchmarks lacking due to not using a diverse
and reasonable amount of datasets for regression [1,9,14]. The only prior bench-
mark that used diverse regression datasets was done by Pargent et al. [11] but
lacks some important methods such as the Target encoder, which resulted in top
performance in Kaggle competitions [1]. Moreover, we could not find any com-
prehensive benchmark that was open-sourced.

We aim to correct these issues by providing an open-sourced benchmark that
is both comprehensive and supports including new encoding methods as well as
new datasets.

1.1 Encoders

Qualitative features, also known as categorical features, include both nominal
and ordinal features. Unlike ordinal features, nominal features do not follow a
particular order. Our focus is on nominal encoders.

Encoders can also be described as Unsupervised or Supervised. Supervised
encoding methods require that the specification of which variables should be used
as features, and which variable or variables should be used as target variables.

In particular, supervised techniques may cause target leakage. Target leakage
is the result of introducing bias into the modeling process by including informa-
tion about the target feature, that would not be present during out-of-sample
tests. This phenomenon may increase the risk of overfitting, especially for small
datasets. In order to prevent overfitting and validate our results, we use two-fold
shuffled cross-validation.

In this study, we experiment and evaluate supervised and unsupervised
encoders from the scikit-learn category encoders package [9]. The unsupervised
encoders tested include Backward Difference Contrast, BaseN, Binary, Count,
Hashing, Helmert Contrast, Ordinal, One-Hot, Polynomial Contrast, and Sum
Contrast. The supervised encoders tested include Target Encoding, LeaveOne-
Out, CatBoost, M-estimator, Generalized Linear Mixed Model, and James-Stein
Estimator. Moreover, we also used a Drop Encoder, which consists of simply
dropping the nominal features. The Drop Encoder is introduced in the bench-
mark as the baseline encoder.

Some authors distinguish between determined, algorithmic, and automatic
encoders [7]. Determined encodings are characterized as having low running
time complexity. Algorithmic techniques are more sophisticated than deter-
mined techniques and require intensive computation, which is undesirable for
big data projects. Automatic techniques are machine learning algorithms, most
frequently neural networks, that encode qualitative data based on a previ-
ously learned representation. The most common automatic techniques are also
known as entity embedding techniques, e.g.: word2vec, Gamma-Poisson [4,5],
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Table 1. Characterization of the datasets

Dataset Target Instances Features Numerical Nominal Cardinality

codling dead 299 10 9 1 [7]

nassCDS injSeverity 26063 14 5 9 [5, 2, 2, 2, 2, 2, 3, 2, 2]

races2000 time 77 4 3 1 [5]

terrorism nkill.us 45 13 11 2 [4, 4]

midwest percollege 437 27 23 4 [320, 5, 2, 16]

mpg cty 234 11 5 6 [15, 38, 10, 3, 5, 7]

msleep sleep total 29 9 6 3 [29, 4, 12]

txhousing sales 7126 9 8 1 [46]

gtcars mpg c 46 14 8 6 [18, 25, 4, 2, 9, 5]

water mortality 61 3 2 1 [2]

ca2006 Bush2004 25 10 8 2 [2, 2]

UKHouse y1 519 12 10 2 [519, 80]

myeloid futime 136 7 5 2 [2, 2]

us rent estimate 103 4 2 2 [52, 2]

Baseball years 263 23 17 6 [2, 2, 24, 23, 2, 24]

and GEL [6]. Entity embedding techniques, or simply embedding techniques, are
based on the extraction of morphological information. The text that composes
the initial features are encoded to a high-dimensional real-valued (sometimes
complex-valued) vector space. For this reason, these encoding techniques are
sometimes also referred to as vector representations. Similar words or expres-
sions are expected to be at a shorter distance within the vector space than
dissimilar words or expressions.

Our study focuses on determined techniques. Determined techniques are more
suitable for encoding quantitative data in large datasets because they are less
computationally expensive than automatic or algorithmic techniques [7].

We paired several learning algorithms with the qualitative encoders presented
by [9], including both encoders for nominal features and for ordinal features. Our
suspicion is that ordinal encoders should result in poorer performance relative
to nominal encoders.

In the following section, we discuss important considerations in case the user
wishes to test a novel encoder, in the context of regression. The study concludes
with practical advice on which encoders to choose from.

2 Materials and Methods

In this section, we will go over the most important experimental details. We
tested several combinations of datasets, learning algorithms, and encoders, in
order to evaluate how the performance of encoders changes when coupled with
different learning algorithms and datasets.

2.1 Datasets Used

The datasets described in Table 1 were gathered from a collection of R datasets
maintained by Vincent Arel-Bundock [2]. Table 1 notes the datasets after
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dropping the instances with missing values and dropping the features with unique
identifiers or nominal features with extremely high cardinality, relative to the
number of instances. The datasets are specified of number of instances, number
of features, number of numerical features, nominal features, and cardinality of
nominal features. Among the nominal features, we also included binary nominal
(aka dichotomous) features.

2.2 Encoders

The implementation of the presented encoders can be found in Scikit-learn’s
python package category encoders (version 2.11), except for DropEncoder, which
was custom programmed. Moreover, the only encoder from category encoders
not found in our benchmark is the Weight of Evidence Encoder, as it only applies
to binary classification problems [3].

2.3 Learning Algorithms

The following consists of the supervised learning algorithms experimented: Feed-
forward Neural Network with 1 layer of neurons (NN-1L), Feed-forward Neu-
ral Network with 2 layers of neurons (NN-2L), Random Forest (RF), Gradient
Boosted Trees (GBT), Support Vector Machine (SVM), K-Nearest Neighbors
(KNN), and Elastic Net (EN). Both neural networks have 100 neurons per layer.

We used the scitkit-learn implementations for these learning algorithms [12],
due to its maturity and ease of use.

2.4 Performance Metrics

In order to measure the performance of the learned encoders and predictive
models upon different regression tasks, we first compute the Root Mean Squared
Error (RMSE) for each validation set. We then calculate ε, i.e. the mean RMSE
for all f validations folds, given: an encoder e, a learning algorithm a, and a
dataset d.

ε(e, a, d) =
1
F

F∑

f

RMSE(e, a, d, f)

We aimed to study how different combinations of encoders and learning algo-
rithms compare to the best performing combination for a given dataset d. We
transformed our relative scale of error into an absolute scale, by subtracting
the minimum error achieved for each prediction task. After this transformation,
error 0 can be viewed as the lowest error achieved for a particular prediction
task. We scale these results by dividing them by the interquartile range (IQR),
in order to allow the comparison of results between datasets.

2.5 Experimental Procedure

The experimental procedure is summarized in the following steps:

1. aggregation of mixed-type datasets, i.e. containing both qualitative and quan-
titative features;
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2. pre-processing of datasets, including removal of features, missing values, and
definition of the nominal features to encode;

3. shuffled-k-fold, with folds parameter k = 2 and shuffled 15 times, resulting in
30 pairs of {training sample, validation sample};

4. for each pair of samples, standardize the quantitative features of both samples
using the means and standard deviations estimated from the training sample;

5. for each pair {training sample, validation sample}, learn several encoders and
predictive models from the training sample and measure the quality of the
predictions on the validation sample.

Score(e, a, d) =
ε(e, a, d) − min

e,a
ε(e, a, d)

IQR
e,a

ε(e, a, d)

2.6 Resource Monitoring

Two metrics were extracted during the initialization, training, and application
of encoders: Max RAM, which measures the maximum RAM in megabytes; CPU
Time, which measures the CPU time in seconds that elapsed.

2.7 Extending the Benchmark

Should the reader be interested in evaluating the performance of a novel encoder,
he is able to fork our our Github repository diogoseca/encoders-benchmark and
extend this benchmark with few lines of code.

3 Results and Discussion

We experimented with all combinations of learning algorithms and nominal
encoders across 15 datasets, 16 encoders, and 7 learned models. Each dataset
resulted in 30 pairs of {training sample, validation sample}.

3.1 Encoders Performance

The scores for each combination of encoders and learning algorithms are
described in Table 2. The MeanScore is calculated as the mean of the scores
for a particular encoder.

In general, the encoders CatBoost, LeaveOneOut, and Target are the top-
performing. In the case where the learning algorithm are Neural Networks, be
it NN-1L or NN-2L, the GLMM encoder also achieved a decrease in error,
comparable to the error when using CatBoost, LeaveOneOut or Target encoders.
For tree methods such as GBT or RF, the OneHot encoder should be preferred.
Determined encoders like Count and Ordinal result in some of the poorest per-
formance, which is expected, given that they assume the features to be ordinal
features, not nominal. The results suggest that generally, the supervised encod-
ing of nominal features results in better performance than to simply drop them.

https://github.com/diogoseca/encoders-benchmark
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Table 2. Scores of encoders by learning algorithm, sorted by the MeanScore

Encoder EN GBT KNN NN-1L NN-2L RF SVM MeanScore

CatBoost 2.909 0.469 0.859 0.420 0.430 0.467 0.758 0.902

LeaveOneOut 2.902 0.470 0.882 0.419 0.434 0.465 0.775 0.907

Target 2.902 0.473 0.868 0.458 0.447 0.468 0.765 0.911

GLMM 2.909 0.563 0.881 0.372 0.422 0.586 0.784 0.931

MEstimate 2.909 0.581 0.875 0.425 0.467 0.622 0.825 0.958

Polynomial 2.982 0.485 0.895 0.537 0.525 0.521 0.776 0.960

OneHot 2.998 0.427 0.895 0.608 0.568 0.432 0.818 0.964

Binary 2.998 0.477 0.957 0.532 0.559 0.450 0.799 0.967

BaseN 2.998 0.472 0.957 0.556 0.558 0.452 0.799 0.970

Sum 2.914 0.428 1.005 0.582 0.602 0.443 0.841 0.973

JamesStein 2.983 0.559 0.912 0.529 0.504 0.607 0.962 1.008

Hashing 2.999 0.520 1.017 0.632 0.585 0.491 0.845 1.013

Drop 2.999 0.629 0.997 0.501 0.533 0.598 0.904 1.023

BackwardDiff 2.998 0.477 1.254 0.704 0.700 0.466 0.865 1.066

Helmert 3.030 0.436 2.159 2.047 1.772 0.455 2.067 1.709

Ordinal 3.065 0.486 2.086 2.380 1.909 0.467 1.828 1.746

Count 2.802 0.490 1.596 14.147 11.321 0.459 2.529 4.764

The results differ significantly between learning algorithms. Neural networks
achieved overall lower error. Elastic Nets achieved overall higher error.

According to the results from Table 3, the encoding of binary features in
datasets such as water, ca2006, and myeloid does not show a clear benefit.

While we see a improvement in performance by using CatBoost, LeaveOne-
Out, or Target encoders when applied to the UKHouse dataset, on the dataset
midwest, it would be preferable to simply drop the nominal features. Therefore,
our results do not allow us to argue on the benefits of using supervised encoders
for high cardinality nominal features.

3.2 Resource Monitoring

Hashing encoder is one of the fastest encoders, as observed in Table 5. However,
the HashingEncoder is not recommended due to its and high usage of available
memory, as observed in Table 4.

Although the GLMM encoder achieved a decrease in error for Neural Net-
works, we do not recommend using the GLMM encoder, as it is significantly
slower than the other encoders in the benchmark, as is observed in Table 5.

3.3 Comparing the Results

A previous benchmark by Vorotyntsev has found the top encoders to be:
JamesStein, CatBoost, Target, and LeaveOneOut encoder [14]. These results are
consistent with our study, except for the JamesStein encoder, which instead of
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ranking as 1, ranks as 11 in our benchmark. This could be due to different imple-
mentations of the JamesStein encoder or simply due to the choice of datasets. In
accordance with the No free lunch theorem [15], each learning algorithm has a
subset of problems to which it is most fitting. The difference between classifica-
tion tasks and regression tasks between our benchmark and that of Vorotyntsev
could explain this discrepancy in results.

Pargent F. points out that the supervised encoders performed best when hav-
ing regularization [11]. This is consistent with our results, as CatBoost, LeaveO-
neOut, and Target encoders are all variants of the former, and have regularization
techniques so as to avoid overfitting. However, contrary to the findings of Par-
gent F., the GLMM Encoder did not achieve overall top performance, but instead
ranks as fourth, according to the MeanScore. One notable finding is that GLMM
achieves top performance only when used with NN-1L and NN-2L, suggesting
synergy when it is used together with neural networks methods. Moreover, the
GLMM is not efficient in terms of CPU time requirements, as seen in Table 5.

Potdat et al. argue that the BackwardDifference and Sum encoders offer
better results than other non-target encoding methods, namely OneHot, Ordinal,
Helmert, Polynomial, and Binary encoders. This does not match with the results
found in our experiences [13]. The results from Potdat et al. are based on a single
small dataset and could be therefore specific to the dataset used.

3.4 On Fairness

By encoding features such as age, sex, or race, we introduce algorithmic bias
into the transformed numerical features. Our produced benchmark does not
compensate for this bias. If the practitioner seeks fairness, we advise conditioning
the results on original features, and not the ones produced by an encoder. For
more information on the topic, see the survey by Mehrabi et al. [10].

4 Conclusions

In general, we recommend using the following supervised encoders: CatBoost,
LeaveOneOut, and Target. In the case of neural networks, experimenting with
GLMM may also be useful, if there are enough computational power and available
time. In the case of decision tree learning methods GBT and RF, we advise also
experimenting with OneHot encoder, as these algorithms seem to be not as prone
to “curse of dimensionality” effects that OneHot encoder typically introduces.

The current benchmark can be improved by adding more regression datasets.
Moreover, we suggest that future extensions also include automatic encoders that
use natural language processing techniques to quantify morphological informa-
tion from text. Another interesting extension would be to combine techniques
that both quantify morphological information and quantify context information.

Appendix: Tables of Encoder Scores and Resource
Monitoring
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Abstract. In the last years, developments in data collection, storing,
processing and analysis technologies resulted in an unprecedented use of
data by organizations. The volume and variety of data, combined with
the velocity at which decisions must now be taken and the dynamism
of business environments, pose new challenges to Machine Learning.
Namely, algorithms must now deal with streaming data, concept drift,
distributed datasets, among others. One common task nowadays is to
update or re-train models when data changes, as opposed to traditional
one-shot batch systems, in which the model is trained only once. This
paper addresses the issue of when to update or re-train a model, by
proposing an approach to predict the performance metrics of the model
if it were trained at a given moment, with a specific set of data. We val-
idate the proposed approach in an interactive Machine Learning system
in the domain of fraud detection.

Keywords: Interactive Machine Learning · Meta-learning · Error
prediction

1 Introduction

Machine Learning is a scientific field that is constantly growing and evolving,
and its contributions in different domain areas are obviously significant. The
development of new and improved algorithms, frameworks and tools in machine
learning, alongside with computational evolution, led to the rise of new successful
applications.

Interactive Machine Learning (iML) [4] is one research area that has received
a lot of attention in recent years [8] in the most distinct domain areas. For
instance, in [7] the authors discussed the effectiveness of the IML-“human-in
the-loop” previously developed by the authors in [5] using the Ant Colony Opti-
mization algorithm along with the Traveling Salesman Problem. In healthcare,
[5] shows how one can take advantage of using interactive machine learning in
small sets of data (with insufficient training samples), instead of using traditional
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 156–165, 2021.
https://doi.org/10.1007/978-3-030-72657-7_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72657-7_15&domain=pdf
https://doi.org/10.1007/978-3-030-72657-7_15
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machine learning algorithms. Specific applications exist, including in the anno-
tation of medical imaging [2], in biomedical images [9], in knowledge discovery
in bioinformatics [6], or in music [13].

In iML, unlike in traditional Machine Learning, learning is a continuous pro-
cess that relies on the contribution of Human experts [1]. Humans keep up with
the whole process, analyze and evaluate the returned predictions of a specific
trained model, providing feedback that would be incorporated into the new ver-
sions of that same model. The human expert feedback could consist of new
variables to be added to the model, or removing irrelevant ones. This kind of
interactive approach usually leads to better model performance indicators.

One key characteristic o iML systems is thus that the data, the statistical
properties of the variables or even the structure of the dataset changes over time.
This is, however, not exclusive to iML systems and happens in other applications
of ML such as in learning from streaming data [10] or from data with concept
drift [14]. The main consequence of this change in the data is that existing ML
models quickly become outdated and no longer represent all the relevant patterns
in the data.

Two challenges arise in these situations: how to update a model and when to
update a model. The former may include completely retraining a model or only
parts of it. This was addressed by the research team in previous work [11,12]. The
latter is the main focus of this paper. This paper therefore proposes a method
that can, in the future, be fully automated, to determine objectively if it is worth
it to update or retrain a model at a given moment in time, given the statistical
properties of the dataset and the expected computational complexity of doing it.
The key idea is to rely on meta-learning to predict the key performance indicators
of the model (e.g. RMSE, MAE, F1-score) or the training time, as a measure
of computational complexity. This work is, therefore, not targeted at specific
Human users. Instead, the main goal is for it to be integrated into automated
iML systems, so that models can be updated when appropriate instead of on
a regular and pre-determined basis. We expect that this can result on a more
efficient use of computational resources, especially on big data scenarios.

We validate the proposed approach in an existing iML system previously
developed by the research team in the domain of financial fraud detection, that
is also briefly described in this paper.

2 Background

The approach proposed in this paper, described in detail in Sects. 3 and 4, was
devised to solve one challenge that emerged during the development and imple-
mentation of an interactive Machine Learning system for Fraud Detection: to
determine when is the correct moment to update a model. This section describes
this system in a from a high-level point of view (Fig. 1) since it is not the focus
of this paper.

The system has as main data input SAF-T (Standard Audit Files for Tax)
files. The SAF-T file is an XML file describing accounting data from organiza-
tions, that is sent to national tax authorities and/or external auditors for audit
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and compliance purposes. These files go through a feature extraction process
that creates some relevant features for audit, and through a Rule-based System
whose main goal is to further enrich the data based on a set of rules. At the end
of this process data is stored in the so-called unlabeled dataset.

From this point on resides the interactive nature of the system. The audi-
tor picks instances from the unlabeled data, analyzes them, provides her/his
own structured feedback, and saves the changes. Auditor feedback may include
changing the values in the database and/or providing details and a justification
about the rationale followed. Cases that have been processed by the auditor are
regarded as having been validated by an expert and are then added to the labeled
dataset. This dataset constitutes the input for the training of models that can
predict, for instance, the likeliness of fraud of a given instance.

Fig. 1. Overview of the interactive learning system for fraud detection.

The auditor can also suggest new features and new values for existing fea-
tures (when they are enumerations) which will, if approved, be added to the
feature extraction process. These user-defined features have however a partic-
ularity: they may not result from the feature extraction process. When it is
not possible to calculate them in the feature extraction phase (because they do
not depend directly on the input data, for instance) they can be “guessed” by
specifically trained models. That is, once there is enough labeled data, models
can be trained to predict the value of each of these user-defined variables. These
predictions are later validated by the auditors. This means that in any given
time there are multiple models in the so-called model-pool: one for predicting
the main dependent variable (likeliness of fraud) and others for predicting the
values of specific user-defined variables. The system also includes an explanatory
interface, for creating human-friendly justifications for the predictions, developed
in previous work [3].

One key aspect about this system is thus that the labeled dataset changes
over time, as auditors provide their feedback. This has as main implications that
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models run the risk of becoming outdated. One solution to this problem would be
to frequently re-train these models, in order to keep them up-to-date. However,
given the potential number of models and the increasing amount of data, this
operation becomes computationally very expensive with time. Moreover, most
of the times it can happen that the new data is not significantly different from
the existing one, and the new models are also similar to the previous ones in
terms of performance. Training new models in this situation is thus a waste of
resources.

The approach followed for addressing this issue consists in trying to predict
the key performance indicators of a new model before its training, so that it
is only trained if the statistical properties of the new data promise to result
in a potentially better model. This approach is described in the following two
sections.

3 Methodology

Interactive Machine Learning systems, such as the one described in Sect. 2 must
deal with additional issues when compared to traditional one-shot batch learning
systems. Some of these challenges result from the dynamic nature of the data
and the models. That is, models need to be updated with some frequency to
adapt to changes in the data. One of the issues is thus when to update models,
whether it is by training a new model or by updating parts of it.

A small period between model updates may result in a more dynamic sys-
tem, one that adapts faster to changes in the data, but also one more sensitive to
noise. It will also be a more costly system in the sense that it will require more
computational resources and machine time for the frequent training of the mod-
els. On the other hand, a large period between updates may result in a system
that, while requiring less computational resources, is also slower to respond to
changes in the data. There is thus a trade-off involving computational resources,
sensitivity to noise and the ability of the system to adapt to changes.

In this paper we argue that the most appropriate criterion for deciding if and
when to update a model is a prediction of the error measure of the projected
new model. The rationale is thus that resources should only be employed in the
training of the model if that is expected to result in a model with significantly
smaller error.

Indeed, the existence of new data is not, by itself, a guarantee that a new
model will be better than the previous one. For instance, the new data may be
very similar to existing data (so it contributes with no new patterns), or the
new data may have problems that actually decrease the overall quality, such as
biases or missing data.

In order to predict the error of a new model beforehand, we propose an
approach based on meta-learning, as follows. The key idea is to use a so-called
meta-model that predicts the expected error of training a given model on a
dataset with given statistical properties. Statistical properties are called meta-
features and detail aspects related to the shape of the dataset (e.g. number of
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rows, number of columns, ration between these), statistical properties of variables
(e.g. mean kurtosis, mean skewness), information-theoretic (e.g. class entropy,
mean entropy of attributes, noise signal ration), among others.

Meta-features constitute the independent variables of the so-called meta-
dataset and are extracted from the training of a model with a specific dataset.
That is, they describe the characteristics of the dataset on the moment of training
as well as the configuration of the algorithm used. The dependent variables are
the performance metrics of the resulting model (e.g. RMSE, MAE, F1-score)
as well as the training time (as a measure of complexity). Each instance of the
meta-dataset thus describes the conditions in which a model was trained and
how well that model behaved during validation.

Once the meta-dataset is large enough, a meta-model can be trained to pre-
dict any of the performance metrics and/or the expected training time of the
model. This information can then be used by the system, automatically or from
the perspective of Human decision-support, to determine if a model should be
updated at a given time. If the new model is not expected to be significantly
better than the current one and/or the expected training time is too large, then
maybe it is not worth to train it at all.

Figure 2 depicts, in more detail, the components of the system that are
involved in the training and use of the meta-model. The process is run with
a given periodicity, which can be given in terms of time (e.g. daily, weekly) or
in terms of experience (e.g. at every new 1000 instances in the labeled dataset).
When the process starts it attempts to train a new model using the labeled data.

Fig. 2. Detail of the components in the system involved in the training and use of the
meta-model.

Before doing so, the system checks if there is a meta-model trained. If no
meta-model exists, the system trains a new model and adds it to the pool of
models, as would usually happen. However, if there is a meta-model, the system
asks for a prediction of the expected measure of error and/or the expected time
of training. To this end, the system provides as input the intended algorithm
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to train the model as well as the meta-features that currently characterize the
dataset and the intended metric. The meta-model responds with the expected
metric of error/complexity. If multiple metrics are required (e.g. RMSE, MAE,
training time) multiple meta-models must be trained, one for each metric. How-
ever, the meta-dataset is the same, only the selection of the dependent variable
changes.

Based on this response, the system will decide whether or not to train a
new model. Whenever a new model is trained, its meta-features are extracted
and added to the meta-dataset, thus enriching the system’s ability to make
predictions regarding the quality of future models. The models available in the
pool can be used by external and/or internal entities, to make predictions given
the appropriate input data.

The following section describes the validation of the proposed approach in a
specific case study in the domain of fraud detection, and the results obtained.

4 Validation and Results

This section describes how the proposed system was validated in an iML appli-
cation in the domain of fraud detection. To this end, a real proprietary fraud
detection dataset of 20.000+ validated instances is used. The dataset contains
28 variables, of which 4 were proposed by Human users (named here f1 to f4)
and 1 is the variable that denotes the likeliness of fraud. The experiments were
performed on a system with a 2.7 GHz quad-core processor and 16 GB 2133 MHz
RAM.

It is important to note that in this work, variables f1 to f4 of the dataset are,
in some cases, the independent variable, and in other the dependent variable.
The system trains one classification model to predict each of the Human-defined
variables (as the other variables are extracted from the raw data), and a regres-
sion model to predict the likeliness of fraud. Thus, multiple models may exist
simultaneously in the pool. The training of each of these models contributes with
data for the meta-dataset.

To validate this approach, the following method was followed. Multiple mod-
els were initially trained with a subset of the labeled data, and the previously
described meta-features extracted. This generated a meta-dataset that was used
to train a meta-model to predict RMSE. A Random Forest algorithm was used
to train the meta-model, composed of 20 trees. This meta-model was then used
throughout time to predict the error before the training of the model. In this
case, nonetheless, models were always trained, in order to obtain the real value
of RMSE for validation purposes.

In order to facilitate the validation of the system, the 20.000+ instances
of labeled data were streamed to simulate its arrival over time. In order to
assess the previously mentioned trade-off between the ability to adapt, use of
computational resources and sensitivity to noise, models were trained with five
different periodicities (measured in number instances): T = 200, T = 500, T =
1000, T = 2500 and T = 5000.
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Figure 3 details how error varies in each case over time. In this case, the error
is measured as the difference between the observed and predicted values, so it
includes both positive and negative values. The Figure shows how there is an
initial significant variation of error at the beginning of each simulation, especially
in the three smaller periodicities. The error then tends to stabilize around zero
as more that arrives. This shows how the system is possibly too sensitive to
changes in the data when there is few data, pointing out that higher periods for
model update should perhaps be used. It must also be noted that in Fig. 3 the
scales are different in each plot, which may partially hide the significance of the
differences. Original scales were however maintained to improve the visualization
of the evolution of error over time.

Fig. 3. Evolution of prediction error over time, with different periodicities.

Figure 4, on the other hand shows, for each case, a plot of the observed values
of RMSE against the predicted ones, together with the line of perfect correlation
in each case. The Figure shows that, in general, predictions are very good. Table 1
details some metrics for these experiments, namely the RMSE, the MAE and the
standard deviation of the observed error. The table shows that lower prediction
errors are obtained with a T = 200 and a T = 5000. However, it also shows
that the variation of error is much higher for T = 200 than for T = 5000. This
points out that it is preferable to train models at a slower rate, which decreases
sensibility to noise and minimizes use of computational resources. This is valid,
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Fig. 4. Observed vs. predicted RMSE values, with different periodicities.

Table 1. RMSE, MAE and error deviation for the five different periodicities considered
(in number of instances).

T RMSE MAE σerror

200 0.026 0.010 0.024

500 0.059 0.027 0.053

1000 0.099 0.047 0.089

2500 0.047 0.038 0.029

5000 0.018 0.017 0.008

however, for this scenario in which there is no concept drift in the data. If it
were, results could be different and would potentially favor smaller periodicities.

5 Conclusions

In this paper we addressed a challenge that is ever more frequent in today’s ML
applications: to decide when is it a good moment to update a given ML model.
Researchers and ML engineers must face this challenge especially in domains in
which data, their statistical properties, or even its structure change over time.
This is a fairly common issue nowadays, in which learning is increasingly done
from streaming data rather than from batch data. Moreover, data is increasingly
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more dynamic, resembling the changes that occur ever faster in all aspects of
society. Examples in which this decision problem exists are systems based on
interactive Machine Learning, systems that learn from streaming data, or system
in which the data contains concept drift.

The approach proposed in this paper is based on the use of meta-learning.
The meta-model, based on data extracted from the training of multiple ML
models, allows to predict the performance metrics of a potential model as well
as its training time. As detailed in Sect. 4, which focused on RMSE, error metrics
can be predicted with a fairly good accuracy. The approach was validated with
a real proprietary dataset, in an iML system developed in the domain of fraud
detection.

In future work we will apply the system in a scenario with live streaming data
with concept drift, as this is the best application scenario for this work. This
was not done in this paper as the goal was to validate the proposed approach in
different scenarios (e.g. periodicity of model updates). To this end, we simulated
the streaming of the data in order to simulate its arrival to the system and to
assess the performance of the meta-model throughout time. We will also take
into consideration the possibility of dropping older data instead of using the
whole dataset, and assess how that impacts the performance of the model and
of the meta model, as a way to react appropriately to changes in the data over
time.
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Abstract. This work aims to contribute to the reduction of academic failure at
higher education, by using machine learning techniques to identify students at risk
of failure at an early stage of their academic path, so that strategies to support them
can be put into place. A dataset from a higher education institution is used to build
classification models to predict academic performance of students. The dataset
includes information known at the time of student’s enrollment – academic path,
demographics and social-economic factors. The problem is formulated as a three
category classification task, in which there’s a strong imbalance towards one of
the classes. Algorithms to promote class balancing with synthetic oversampling
are tested, and classification models are trained and evaluated, both with standard
machine learning algorithms and state of the art boosting algorithms. Our results
show that boosting algorithms respond better to the specific classification task
than standard methods. However, even these state of the art algorithms fall short
in correctly identifying the majority of cases in one of the minority classes. Future
directions of this study include the addition of information regarding student’s first
year performance, such as academic grades from the first academic semesters.

Keywords: Academic performance ·Machine learning in education ·
Imbalanced classes ·Multi-class classification · Boosting methods

1 Introduction

One of the challenges that higher education institutions around the globe face is to effec-
tively deal with the different student’s learning styles and different academic perfor-
mances, as a means to promote student’s learning experience and institution’s formative
efficiency. The ability to predict and anticipates student’s potential difficulties is of inter-
est for the institutions that aim to build strategies to provide support and guidance to
students that might be at risk of academic failure or dropout. At the same time, large
amount of data is collected each year by the institutions, including information regarding
the academic path of the student, as well as demographics and socio-economic factors.
The two combined factors make this a fertile ground for the contribution of machine
learning approaches to predict student’s performance.
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In this study, data from Polytechnic Institute of Portalegre (IPP), Portugal, is used
to build machine learning classification models to predict students that might be at risk
of failing to succeed in finishing their degrees in due time. The main goal is to provide a
system that allows to identify, at a very initial stage, students with potential difficulties
in their academic path, so that strategies to support the students can be put into place.

Some of the aspects of the work here presented that differ from a number of similar
works found in the literature are as follows: (i) it doesn’t focus on any specific field
of study, because the focus is to build a system that generalizes to any course of IPP.
Therefore, the dataset includes information from students enrolled in the several courses
of the four different schools belonging to IPP; (ii) it only relies on information available at
the moment of enrollment, because the focus is to develop a system that helps to segment
students as soon as possible from the beginning of their path at higher education. This
means that no information regarding academic performance after enrolment is used;
(iii) differently from the usual approach of restricting the model categories to failure /
success, it’s also used a third intermediate class (relative success), because the kind of
interventions for academic support and guidance might be quite different for students
who are in moderate risk from those who are at high risk of being unsuccessful. As
a result, methods to deal with the unbalanced nature of the resulting classes must be
considered; (iv) besides using standard classification models, it also uses state of the art
boosting algorithms to build the classification models.

The remainder of this paper is structured as follows: Sect. 2 presents a brief review
of the literature; Sect. 3 describes the methodology, including a description of the data,
the methods used to deal with the unbalanced dataset and the procedures for training
and evaluation of the classification models; Sect. 4 presents and analyses the results and
Sect. 5 indicates some directions for future work.

2 Related Work

The task of predicting academic success in higher education is not a new one, and
many researchers have tried different approaches, using different models and different
information.Mostly, researchers and higher education institutions are interested in being
able to predict if a student is at risk of not completing his program, or of dropping out,
because this information might be valuable for putting into place strategies to help those
students move forward. In reviews such as [1–4] one can find extensive information
regarding the different approaches that have been used to study this issue. Here, we
review a few very recent works (published in the last 4 years) that find similarities with
the work presented in this paper.

Beaulac andRoosenthal [5] analyze a large data set (38 842 students) froma large uni-
versity in Canada to predict academic success using Random Forests (RF). The authors
use the first few courses attempted and grades obtained by students in order to predict
whether the student will complete their program; and if yes, which major they will com-
plete. For the prediction of program completion, an overall 79% accuracy is obtained,
with 91% for the class of studentswho completed their program, and 53% for the students
who didn’t. Regarding the prediction of the major, 47% accuracy was obtained.



168 M. V. Martins et al.

Hoffait and Schyns [6] use a dataset of 6845 students and standard classification
methods (RF, Logistic Regression (LR) and Artificial Neural Networks(ANN)) to iden-
tify freshmen’s profiles likely to face major difficulties to complete their first academic
year. The obtained accuracy for the majority class is about 70%, and for the minority
class less than 60%, regardless of the algorithm used. They then use RF to develop a
strategy to improve the accuracy of the prediction for some classes of major interest.
The developed approach does not always lead to an increase in the identification of the
number of students at risk.

Miguéis et al. [7] use the information available at the end of the first year of students’
academic path to predict their overall academic performance, inferring academic success
both from the average grade achieved and the time taken to conclude the degree. Their
prediction models use information regarding demographics and social factors as well as
academic measures, including assessments from first year courses. They use a dataset of
2459 students fromaEuropeanEngineeringSchool to build severalmodels usingSupport
Vector Machines, Naïve Bayes, Decision Trees (DT), RF, Bagging Decision Trees and
AdaptiveBoostingDecision Trees, obtaining the higher scores (overall accuracy of 96%)
with Random Forests and Adaptive Boosting Decision Trees.

One of the common problems in classification student’s success or dropout is class
imbalance. Class imbalance happens when one or more of the classification categories
have significant lower number of records than amajority class. Thismight result in a high
prediction accuracy driven by the majority class at the expense of very poor performance
on the minority classes. In the case of student’s performance, this is a common problem
because only a minority of students will underperform or drop out. Nevertheless, these
are the classes of students that researchers aim to best identify.

In [8] Thammasiri et al. conduct a study using different class balancing strategies and
several standard classification methods to predict dropout in a dataset with 21654 stu-
dents. They compare class balancing techniques based on random under sampling, ran-
dom oversampling, or synthetic oversampling. Best results are obtained with this last
approach, named synthetic minority over-sampling technique (SMOTE) [9]. This app-
roach has indeed shown to successfully tackle the imbalanced classification issue in
different domains [10] and will be further explained in Sect. 3.2.

3 Methodology

In this section we present the dataset, the methods used to deal with the imbalanced
nature of the data, and the methodology used to build and evaluate the classification
models.

3.1 Data

In this study we use institutional data (acquired from several disjoint databases)
related to students enrolled in undergraduate courses of Polytechnic Institute of Por-
talegre, Portugal. The data refers to records of students enrolled between academic
years 2008/09–2018/2019 and from different undergraduate degrees, such as agronomy,
design, education, nursing, journalism, management, social service and technologies.
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We performed a rigorous data preprocessing to handle data from anomalies, unex-
plainable outliers and missing values, and dropped records that couldn’t be classified
as explained below (last 3 or 4 academic years, depending on the course duration). The
final dataset consisted of 3623 records and 25 independent variables.

The data contains variables related to demographic factors (age at enrollment, gender,
marital status, nationality, address code, special needs) socio-economic factors (student-
worker, parent’s habilitations, parent’s professions, parent’s employment situation, stu-
dent grant, student’s debt) and student’s academic path (admission grade, retention years
at high school, order of choice for enrolled course, type of course at high school). We
limit the academic information to factors observable prior to registration, excluding
internal assessments after enrollment.

Each recordwas classified as Success, Relative Success andFailure, depending on the
time that the student took to obtain her degree. Success means that the student obtained
the degree in due time;Relative Successmeans that the student took until three extra years
to obtain the degree; Failure means that the student took more than three extra years to
obtain the degree or doesn’t obtain the degree at all. This somehow corresponds to three
levels of risk: ‘low-risk’ students with high probability of succeeding; ‘medium-risk’
students, for whom the measures taken by the institution might contribute to success;
and the ‘high-risk’ students, who have a high probability of failing. The distribution of
the records among the three categories is shown in Fig. 1.

Fig. 1. Distribution of student’s records among the three categories considered for academic
success.

The distribution of the records among the three categories is imbalanced, with two
minority classes, “Failure” and “Relative Success”. “Failure” accounts for 28% of total
records, and “Relative Success” accounts for 16% of total records, while the majority
class, “Success”, accounts for 56% of the records. The classes that we most aim to
correctly identify are the minority ones, since the students from these classes are the
ones that might benefit from planned interventions for academic support and guidance.
How we tackled this multi-class imbalanced classification task will be explained in the
next sections.
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3.2 Data Sampling Techniques

Sampling strategies are often used to overcome the class imbalance problem, either
eliminating some data from the majority class (under-sampling) or duplicating data
of the minority class (over-sampling) or adding some artificially generated data to the
minority class. The under-sampling techniques have the disadvantage of reducing the size
of the data set; the over-sampling by data duplication approaches have the disadvantage
of adding no new information to the models. The data augmentation approaches by
synthesis of new data from the minority class have shown to produce very good results
in imbalanced classification.

We used two strategies for data augmentation with SMOTE based sampling methods
[9] applied to the two minority classes in our dataset: the plain SMOTE algorithm and
the Adaptive Synthetic (ADASYN) [11] algorithm.

The SMOTE algorithm works by finding neighbor examples from the minority class
in the feature space and synthetizing a new example in the space between the neighbors.
This procedure is used asmany times as needed to create a balance between the number of
samples in the classes. The ADASYSN algorithm is derived from SMOTE, and features
one important difference that has to do with how it chooses the points for synthetizing
new examples, biasing its choice towards non homogeneous neighborhoods.

We used the implementations available at the imbalanced-learn module in scikit-
learn, in Python [12], which allow to deal with multiple minority classes, such as the
present case. For comparison and evaluation purposes, a Logistic Regression model was
built with the original dataset. Then SMOTE and ADASYN were applied to the dataset,
and a Logistic Regression model was built for each case. Therefore, for this part of the
work, three different models were built.

3.3 Classification Models

Regarding the algorithms used for building the classification models, some of the stan-
dard algorithms often reported in the literature for student’s performance classification
were used as a first approach: Logistic Regression (LR) [13], Support Vector Machines
(SVM) [14], Decision Trees (DT) [15] and an ensemble method, Random Forests (RF)
[16]. To train these models the implementations available at the Scikit-learn library in
Python [17] were used.

Then, a second stage went a step further and boosting methods were also exploited.
Albeit being underrepresented in the educational context, boosting methods reportedly
work well with imbalanced data classification, including multi-classification tasks [10,
18]. Boosting methods are a class of ensemble methods that build a strong model from
the sequential training of weak models. There are many boosting schemes available, but
all are variations of a general boosting scheme. Starting with an initial prediction model,
in each boosting round a weak classifier is produced that aims to reduce the errors of
the previous classifier. After a defined number of rounds, these sequentially built weak
classifiers give origin to a single strong prediction model that is much more accurate
than any of the previous weak learning models. Following some of the most interesting
results reported in the literature formulticlass imbalanced classification [10, 18], we used
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four general boosting methods that are applicable to multi-class classification: Gradient
Boosting [19], Extreme Gradient Boosting [20], CatBoost [21] and LogitBoost [22].

Details on the model training procedure and evaluation are given in the next section.

3.4 Model Training, Evaluation Metrics and Hyperparameter Tuning

Following the usual procedure, data was divided into training set (80%) and test set
(20%). Then, for each model, a 5-fold cross validation procedure was used to avoid
overfitting. This means that the training data set was divided into 5 blocks, and the
training of each model was done with 4 of the blocks, with the remaining one being used
for validation purposes. The process was repeated 5 times, once for each block, thus
enabling the maximization of the total number of observations used for validation while
avoiding overfitting. The best average cross-validation estimator score was elected. This
methodology also included a procedure to assure that every class was well represented
in every fold. Then, the overall performance of each elected model was assessed with
the test set.

Due to the imbalancednature of our dataset, accuracy isn’t themost adequatemeasure
for model performance, since it’s an overall metric that might result in high values based
on a good performance solely for the majority class. For imbalanced data, single class
metrics are more adequate [18]. In this work we use the F1 measure, which accounts for
the trade-off between precision and recall. F1 scores were computed for each class, and
the average F1 score for the three classes was also computed. This was the metric used
for hyperparameter tuning, as will be explained next. For the optimized model, accuracy
was also computed as an overall metric.

All the models went through a process of hyperparameter optimization. One way of
tuning the hyperparameters is to perform a grid search, a very exhaustive way of testing
many configuration and picking the one that performs better with cross-validation. This
approach was used for LG, SVM and DT, using the Grid Search method available at
Scikit-learn, using F1-score as the metric to be maximized. For the remaining models,
the parameter space was much wider, and a Randomized Grid Search was used instead,
where a set of parameter values and combinations is randomly chosen, allowing the
control of the number of parameter combinations that are attempted.

4 Results

In this section we present the performance of the proposed models.

4.1 Data Sampling Techniques

Table 1 shows the performance metrics obtained with the test set for the logistic regres-
sion models build without correction for the minority classes, or used together either
with SMOTE or with ADASYN.

These results show that the LR model without data sampling results in very low
F1-score for the “Relative Success” class, the one with fewer samples, albeit resulting in
the highest accuracy. This expresses the fact that, in imbalanced classes tasks, accuracy
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Table 1. Classification performance without and with data sampling

Logistic Regression SMOTE + Logistic
Regression

ADASYN + Logistic
Regression

F1-score Failure 0.61 0.64 0.63

F1-score Rel.Success 0.06 0.41 0.38

F1-score Success 0.77 0.69 0.69

Average F1-score 0.49 0.58 0.56

Accuracy 0.68 0.61 0.60

alone is not a good performance metric. LR with SMOTE or with ADASYN result in
better discrimination for the minority class, although still a low value for F1. SMOTE
and ADASYN produce similar results for this dataset. The use of SMOTE leads to
the highest F1-scores, either overall and for the individual classes. Therefore, for the
remainder of this work, SMOTE was applied to the dataset prior to model training.

4.2 Standard Models

Table 2 presents the metrics obtained for the standard methods used in this work, after
hyperparameter optimization. Random Forest lead to the best overall results, which is
in line with some of the results reported in the literature [7]. On the other hand, SVM
is the worst performer, contrary to what other researchers have obtained [8]. This is
not unusual, though, because, depending on the dataset and on the formulation of the
problem, any machine learning technique can achieve superior results, prompting an
experimental approach to identify the best learner for each task.

Table 2. Classification performance for the standard models

Logistic
Regression

Support Vector
Machine

Decision Tree Random Forest

F1-score
Failure

0.63 0.53 0.63 0.66

F1-score
Rel.Success

0.41 0.31 0.39 0.37

F1-score
Success

0.69 0.71 0.75 0.82

Average
F1-score

0.58 0.52 0.59 0.62

Accuracy 0.61 0.60 0.65 0.72
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4.3 Boosting Models

Table 3 presents the classification performance for the boosting methods. In general, the
models built with the boosting methods outperform the models built with the standard
methods, both on the in-class metrics and on the overall metrics. Among these, Extreme
Gradient Boosting is the best classifier, although very similar to Gradient Boosting.

In both cases the lowest F1-score among the three classes is obtained for the “Relative
Success” class, whereas the highest F1-score is obtained for the majority class.

Table 3. Classification performance for boosting models

Gradient Boosting Extreme Gradient
Boosting

Logit Boost CatBoost

F1-score Failure 0.68 0.68 0.69 0.69

F1-score Rel.Success 0.44 0.44 0.41 0.35

F1-score Sucess 0.81 0.83 0.82 0.82

Average F1-score 0.65 0.65 0.64 0.62

Accuracy 0.72 0.73 0.72 0.73

The fact that gradient boosting models outperform most standard machine learning
models is in agreementwith results obtained in other fields of study. In our case, however,
even those models fail in identifying most of the students belonging to the most critical,
minority class. This only confirms that the classification of an imbalanced dataset, on a
multi class frame is a complicated task [18].

5 Conclusions and Future Work

In this work we use dataset from a higher education institution to build classification
models to early predict academic performance of students. The data set includes infor-
mation known at the time of enrollment – demographics, academic performance prior
to enrollment, social-economics - but none information regarding performance after
enrollment. We addressed the problem as a three category classification task, in which
there’s a strong imbalance towards one of the classes. The minority classes are also the
target classes for this work. We used algorithms to promote class balancing with syn-
thetic oversampling and built classification models both with standard machine learning
algorithms and boosting algorithms. Our results show that boosting algorithms respond
better to the specific classification task than standard methods, but even them fail in cor-
rectly classifying the minority classes. As a means to improve these results, information
regarding the academic performance of students during the first academic semesters will
also be included in the dataset for model building.
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Abstract. Object detection is challenging in the computer vision area and is cru-
cial in autonomous driving systems. The largest number of traditional techniques
or the use of deep learning are evaluated in the urban area, but in rural areas, there
is little research carried out. The goal of this work is object detection in rural roads,
this paper presents the use of deep learning frameworks used as You Only Look
Once (YOLO) and another that belongs to the same category of one-stage is the
well-known Single Shot Multi-Box Detector (SSD), in the state of the literature,
produces excellent results in detecting objects in real-time. These models behave
differently in network architecture, for this reason, we use images of rural roads
with different environments to achieve an optimal balance between precision and
precision in the detection of objects. Furthermore, as there is no dataset in these
environments, we created our own data set to perform the experiments due to the
difficulty of this problem. The result of both detectors has produced acceptable
results under certain conditions like lighting conditions, viewing perspectives,
partial occlusion of the object.

Keywords: Object detection · Rural roads · Computer vision · Deep learning

1 Introduction

Due to the success Computer Vision (CV) systems have undergone great development in
the field of artificial intelligence in recent years. Recently, deep learning (DL) techniques
are powerful methods that automatically learn to represent the characteristics of data.
Through research and its application, some results have been obtained that have shown
progress in most CV challenges [1]. Nowadays, there is a lot of research that has been
developed in different areas of CV, one of thesewith great interest of researchers is object
detection. The goal of Object Detection (OD) is to identify some classes of objects that
are found in an image or video. Classifying or recognizing means finding the categories
present in the scene (all object instances), as well as their respective network confidence
values in these detections [2]. Although the OD process seems like a simple task, there
are several very important phases that we must consider, these aspects are what make

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 176–185, 2021.
https://doi.org/10.1007/978-3-030-72657-7_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72657-7_17&domain=pdf
https://doi.org/10.1007/978-3-030-72657-7_17


Object Detection in Rural Roads Through SSD and YOLO Framework 177

object detection a real challenge. First, there are several objects that belong to the same
class, changes in the perspective of the object, change in ambient lighting, occlusion of
objects, all these aspects can generate an important loss of information through the pres-
ence of reflection or shadows in the images. Secondly, it is presented in the management
of time, memory, and storage that is required to train these models [3]. In addition, there
is the possibility that some images contain different types of combinations of the objects
they contain (e.g., deformation, small, blur, rotated, motion, and occluded objects). In
addition to the accuracy of the detection, another important aspect is how to speed up the
detection task. Commonly, the greatest amount of research and development in the area
of object detection is solved on urban roads, where driving is easier due to road signs in
urban environments or roads in developed countries are good [4]. OD task is extremely
difficult in rural scenarios, especially in developing countries, this means that when the
roads are well maintained and the road markings or signs are clear and many techniques
work successfully, however, these same techniques tend to fail in undeveloped areas or
on rural roads [5], in addition to the above is challenging given the observed variability
with different times of the day, changing lighting conditions, weather, and variable road
conditions [6]. It is important to mention that despite progress in DL based OD and
classification techniques, this would not have been possible without improvements in
hardware performance. Feng et al. [7] comment that advances in the CV are not only
based on DL techniques and the use of large image datasets but are also based on pow-
erful hardware architecture that allows improving the time and efficiency in the training
of various neuronal networks. In addition, one cannot fail to mention the graphics pro-
cessing units (GPUs) that have a powerful graphics engine and a computer processor
that offers high performance and bandwidth, in order to be able to execute algorithms in
parallel and massive [8]. Dhillon et al. [9] explain that there are two main types of cate-
gories based onConvolutionalNeuralNetworks (CNN): the first is the one-stagemethod,
that is, in a single network it allows the location and classification of objects, the second
method is the two-stage, contains two independent networks for each of them to perform
a single task. According to the state of literature, within the group of a one-stage have the
Single Shot Detector (SSD) [10] a very fast framework used in real-time applications and
mobile devices, with a new architecture that makes it fast and innovative, we have You
Only Look Once (YOLO) [11]. These frameworks use bounding boxes to detect objects
and also allow you to display the class and confidence score. In this second stage, we
mention the Region-proposal CNN (R-CNN) [12] with its enhanced versions, these are
divided into two neural networks, each of which independently performs a specific task,
first analyzes the proposed region, and the other performs the object classification. Other
frameworks that belong to this group are Faster Region-based Convolutional Networks
(Faster R-CNN) [21] and its follow-up architecture Mask R-CNN [14]. These network
models generally produce higher accuracy rates but are slower. The goal of this paper
is to an experimental comparative on the application of the SSD and YOLO v3 models
for object detection in rural roads, by exploiting the full advantages on the accuracy and
processing time of each model analyzed.
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1.1 Overview Deep Neural Network (DNN)

There has been steady progress in object feature representations and classifiers for object
recognition, but the object detectors can be categorized into two mainstreams: (i) two-
stage detectors and (ii) one-stage detectors.

One-Stage Detectors. In general, this process can either make a fixed number of pre-
dictions on the grid (one-stage), that is, eliminate the Region of Interest (RoI) extraction
stage and directly classify and regress the candidate anchor boxes. Some examples that
we can mention are YOLO [15] adopts a unified architecture that extracts feature maps
from input images. YOLO v2 [16] YOLO v3 [17] and YOLO v4 [18] are proposed
with improved speed and precision. SSD [19] model is another representative one-stage
detector, this shortly after the YOLO model, establishing a full convolution network to
predict a fixed number of bounding boxes and scores. One-stage detectors demonstrate
an optimized trade-off between accuracy and speed only on high-performance desktop
GPUs. Figure 1 illustrates the SSD and YOLO level diagrams on object detection.

Fig. 1. SSD and YOLO high level diagrams for generic object detection [2]

Two-Stage Detectors. The detection happens in two stages: First, this model has two
stages: First, the model proposes a set of regions of interest by select search or regional
proposal networks. Next, these regions are sparse as the potential bounding box candi-
dates can be infinite. Second, a classifier only processes the region candidates. A most
representative series of two-stage detectors is R-CNN [20] with its extended generations
Fast R-CNN [13] and Faster R-CNN [21]. These models are relatively slower inference
speed due to the two-stage detection procedure. Figure 2 illustrates the R-CNN, Fast
R-CNN, and Faster R-CNN level diagrams on object detection.
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Fig. 2. R-CNN, Fast R-CNN and Faster R-CNN high level diagrams for generic object detection
[2].

2 Materials and Methods

Nowadays, there are several investigations and resources that have allowed the develop-
ment of several object detectors, of all these choices a model in terms of precision and
speed, is a very difficult task [10, 15]. In this section we describe SSD MobileNet v2
and YOLO version 3, these are the next generation algorithms used for generic object
detection, and these one-stage architectures use bounding boxes to locate and classify
an object in the image.

2.1 YOLO Framework

YouOnly Look Once (YOLO) [15] is a framework involving detection and classification
same time. The YOLO framework architecture belongs to single stage detectors. In [15]
mentions that using GPU it is possible to obtain 45 FPS in real-time object detection.
There is a different version,YOLOv3 [17] is an improvementmade over its predecessors,
YOLO v2 [16] and YOLO v1 [15]. Figure 3 illustrates the general architecture of YOLO
v3.
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Fig. 3. YOLO v3 general architecture

2.2 SSD Framework

For the efficient detection of objects of different types and sizes, the SSD model uses
the hierarchy of pyramidal characteristics of convolutional networks [10]. This model
belongs to the groupof single deepneural network (DNN)object detector, this framework
uses multi-scale feature maps and predetermined boxes for the detection process. It
eliminates the bounding box proposals and presents a resampling stage, as a result of this
process, the increase in the detection speed will be achieved compared to Faster R-CNN
[21] and YOLO v3 [17]. The SSD model implements an algorithm that detects multiple
objects, generates good results of confidence when in the image or video there is the
presence of any object in each predetermined frame and is valuable in the development
of applications on mobile devices and devices or integrated vision cards [2] (Fig. 6).

Fig. 4. SSD general architecture

2.3 Dataset

In this research, we had to build our own dataset of images in rural areas, since this
type of category is not common in public dataset. A training and test set was used. The
training set contains 628 images and 125 in the test set. The instances of objects are cars,
bicycles, motorcycles, and people, the dataset base was generated by manually tagging
the objects in the images using LabelImg. Several problems were presented with the set
of original images. First, a small set of training data, next to the unbalanced of the objects
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in the images of rural roads, to solve this problem the data augmentation technique was
used (six data augmentation options) to increase our original data set. This technique
produced a dataset with 4518 training and validation images. In our study we used 80%
and 20% of the set of rural images, respectively, in the training and validation process.
It is important to mention that in an image you can find one or more objects that belong
to that class. The image resolution with an aspect ratio of 300 × 300 and 1920 × 1080
pixels.

2.4 Methodology

Figure 5 represents an overview of the proposed methodology for object detection. It is
important to mention that the original data set of the training images was preprocessed
and then to increase the training data set the data augmentation technique was used.

Fig. 5. Main step of the method proposed.

2.5 Metrics

The following metrics were used in the comparison of the models.

Precisión = TP

TP + FP
(1)

Recall = TP

TP + FN
(2)

F1 score = 2 ∗ precision ∗ recall

precision + recall
(3)

Where TP represents the true positives, FN is false negatives, FP represents the false
positives, finally TN represents the true negatives. Accuracy and recall are the metrics
using in this research. The experiments carried out and the results found are described
below.
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3 Experimental and Discussions

In this step allmodels are tested and evaluated, all used the base of the rural road’s dataset,
their efficiency and development are done via the Google Colab service. This service is
provided by Google in the cloud to execute Python code and create Machine Learning
models through theGoogle cloud andwith the possibility ofmaking use of its GPUs. The
SSD MobileNet v2 model was implemented on TensorFlow v2.0 while YOLO v3 is on
Pytorch v1.6. The metrics SSDMobileNet v2 model are shown in Table 1.

Table 1. Object detection result on SSD MobileNet v2 model.

Test Instances REC PRE F1_score

1 Bike
Car
Motorbike
Persons

0.73
0.58
0.71
0.34

0.73
0.58
0.71
0.34

0.68
0.77
0.77
0.48

2 Bike
Car
Motorbike
Persons

0.66
0.46
0.72
0.24

0.95
0.88
0.81
0.90

0.85
0.63
0.76
0.41

Table 1 shows the REC, PRE, and F1 score variables in the object detection process
in different rural road dataset environments. Two tests were carried out. In test one, it
is important to mention the detection of the bicycle, car, and motorcycle gives good
results, and the values obtained for the precision variable (PRE) are 73%, 58%, and 71%
respectively. While in the detection of the person object a low value of precision and F1,
the values are 34%. In test two, the configuration was learning rate equal to 0.001, and
the momentum variable with a value equal to 0.9. In test two, the values obtained for
the precision variable (PRE) are 95%, 88%, 81%, and 90% respectively for bike, car,
motorbike, and person detection. High values can be observed in the precision of cars
and people, but the recall is very low, its values are 46% and 24% respectively. On the
other hand, SSDMobileNet has a higher value for F1-score for bike, car, and motorbike,
while for people detection it is low. The values of the configuration carried out in the
two tests are, in test one set the learning rate to 0.0045, and the momentum variable was
assigned the value 0.9.

Table 2 presents the YOLO v3 model result. It is observed that precision, recall,
and F1_score offers high values in the test one and two. The configuration variables in
this model were learning rate equal to 0.0001, and the momentum variable with a value
equal to 0.9, the number of epochs were 50, 100 and 200 respectively. YOLO v3 with
Darknet version handles its own image sizes and performs its conversion according to
how it is configured in this case with the width equal to 608 and height equal to 608
pixels. It can be seen from this table that the test two the precision is higher than test
three, the values are 93%. Average precision (AP) shows values between 0 and 1, this
is calculated between the average precision and recall values, the result obtained in test
one is 84%, and in test two it was 85%.
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Table 2. Object detection result on YOLO v3 model.

Test REC PRE F1_score mAP
(.50)

1 0.77 0.82 0.78 0.84

2 0.83 0.75 0.77 0.85

3 0.68 0.93 0.78 0.79

Table 3. Object Detection average metrics for SSD MobileNet v2 and YOLO v3 models.

Models IoU PRE REC F1_score

SDD MobileNet v2 0.55 0.86 0.57 0.66

YOLO v3 0.83 0.83 0.76 0.78

Table 3 contains the valuesmeasured for SSDMobileNet v2 andYOLOv3. Note that
SSDMobileNet v2 produces a lower IoU (Intersection over Union) result in comparison
with YOLO v3 when testing partially rotated and night-illuminated objects. In precision
value, both models present a slight difference in their results.

Table 4. Average processing time.

Models Processing time (ms)

SDD MobileNet v2 0.018

YOLO v3 0.024

Table 4 shows that SSDMobileNet v2 uses less processing time.Bothmodels are fast,
SSD has a slight advantage over YOLO. These were the results of the object detection
process using different neural network models that support the research.

4 Conclusion

In this paper object detection using the single-stage YOLO v3 and SSD MobileNet v2
frameworks is presented. The objective of this work is the detection of cars, bicycles,
motorcycles, and people from images of rural roads.

We began with a theoretical description of both models, briefly presenting the archi-
tectural design. In order to analyze the performance, both models were trained and test
with the rural road dataset. The precision, recall, F1_score, and IoU metrics were used
for the performance evaluation. Figure 6a illustrates the results using SDD Model. This
model performs well in good illumination conditions, it has problems in night scenes.
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a) SSD MobileNet v2 result. b) YOLO v3 result.

Fig. 6. Object detection result with SSD MobileNet v2 and Yolo V3

Figure 6b illustrates the recognition of cars, people, motorbike, and bike in the night
environments. The test result shows that YOLO v3 performs better in night conditions.
It is important to mention the difficulty of finding tagged in rural areas, in which case,
we create our own data set to perform the experiments. Using the SSD and YOLO
detectors have produced acceptable results for different sizes and lighting conditions,
partial occlusion, and at various night scenes.

Finally, the detection of objects carried out in this work focuses on the search for
these in rural roads, several configurations were carried out with the aim of optimizing
the models used. This work can serve as a reference in environments in rural roads.
As future work is to carry out the implementation in cards dedicated to this type of
processing such as Nvidia Jetson Nano and make improvements in the analyzed models.
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Abstract. Cerebral Amyloid Angiopathy (CAA) is a neurodegenera-
tive disease characterised by the deposition of the amyloid-beta (Aβ)
protein within the cortical and leptomeningeal blood vessels and capil-
laries. CAA leads to cognitive impairment, dementia, stroke, and a high
risk of intracerebral haemorrhages recurrence. Generally diagnosed by
post-mortem examination, the diagnosis may also be carried pre-mortem
in surgical situations, such as evacuation, with observation in a brain
biopsy. In this regard, Magnetic Resonance Imaging (MRI) is also a
viable a noninvasive alternative for CAA study in vivo. This paper pro-
poses a methodological pipeline to apply machine learning approaches to
clinical and MRI assessment metrics, supporting the diagnosis of CAA,
thus providing tools to enable clinical intervention, and promote access
to appropriate and early medical assistance.

Keywords: Machine learning · Artificial intelligence · Cerebral
Amyloid Angiopathy · Medical imaging · Biomarkers · MRI

1 Introduction

Cerebral Amyloid Angiopathy (CAA) is a form of cerebral small vessel disease
caused by the progressive accumulation of Amyloid-Beta (Aβ) in the small and
medium leptomeningeal, and cortical vessels and capillaries [1]. The deposition
of such peptide weakens the cerebral vessel walls, leading to its rupture and
consequently to haemorrhagic events. These damages are typically associated
with decline of cognitive capacities, dementia, lobar haemorrhages, microhaemor-
rhages, ischaemic changes, and white matter lesions [2]. Figure 1 presents lesions
associated to hemorrhagic events in patients with possible or probable CAA,
visible on T2*-weighted MRI.
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Fig. 1. Patterns of cerebral multiple lobar cerebral microbleeds visible on T2*-weighted
MRI, on a patient with possible or probable CAA.

CAA is a common pathology reported in brains of elderly people. It co-exists
with several other causes of cognitive decline, being Alzheimer’s disease (AD)
the most common one, suggesting also a possible role of CAA in the pathogenic-
ity of AD [3]. Moreover, it is important to understand the pathways by which
the disease affects patients, and the relationship with other brain pathologies,
to facilitate the diagnosis and allow the patients’ access to early and targeted
medical intervention [4].

The current diagnosis methods of CAA are still at an early stage, depending
on the availability of brain tissues for the post-mortem analysis, or during the
evacuation of an intracranial hematoma, which gives the possibility to perform
a brain biopsy samples pre-mortem, which is not typically performed due to its
evasiveness. Therefore, a reliable and non-invasive approach based on the use
of existing imaging tools and artificial intelligence technology to reveal clinical
and image-related biomarkers becomes necessary, to complement and simplify
the diagnosis of CAA [5].

The present study proposes to use artificial intelligence algorithms to identify
biomarkers using clinical data and Magnetic Resonance Imaging (MRI) images.
To this end, data related to visual rating scales for the assessment of cerebral
atrophy and radiomics was generated from patients’ MRI scans. The visual rating
scales were applied to both hemispheres of six cerebral regions: anterior cingulate,
orbito-frontal, anterior temporal, fronto-insula, medial temporal, and posterior.

Moreover, patients diagnosed with CAA and other three neurodegenerative
conditions (AD, Parkinson’s disease, and mild cognitive impairment) where cho-
sen in order to determine whether automatic methodologies are able to differ-
entiate the pathological conditions, and determine which variables weight the
most on the decision.
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2 Background

2.1 Clinical Rating Scales

Visual rating scales offer a way to assess brain changes in demented patients.
The distinction and diagnosis of neurodegenerative diseases is then crucial for
the early access to support and target the treatment for the affected individuals.

The difficulties in the evaluation of tissues for the diagnosis of the disease
and the overlapping clinical symptoms for distinct pathologies are obstacles to
accurate disease diagnosis and prognostic evaluation. By contrast, the availabil-
ity and great tissue contrast afforded by MRI approaches allows the assessment
of cerebral atrophy with great predictive value [5,6].

Visual rating scales designed to evaluate cerebral changes in patients with
cognitive impairment have provided tools to improve sensitivity and reliability
of diagnosis-based image interpretation, and findings of value for differential
diagnosis of dementia [7,8].

For this study, a visual rating scale proposed by Harper et al. [9], was applied
to determine visual biomarkers in patients diagnosed with possible or probable
CAA. To conduct the study, MRI from patients selected to the study was anal-
ysed according to the guidelines for the assessment of cerebral atrophy in 6
cerebral regions.

2.2 Radiomics

With the advances in the medical field and the increase in the use of digital med-
ical images, there also has been an upgrade of approaches and tools to study this
increasing information complexity [10]. Radiomics is a recent area aiming at the
extraction of information concealed in biomedical imaging data, which leads to
the generation of large amounts of features by means of data-characterisation
algorithms and mathematical tools [11]. These features, mostly imperceptible
to the human eye, can be classified into different groups: first-order features
describing voxels’ intensities or spatial distribution, second-order features com-
paring relationships between adjacent voxels and third-order features exploring
relationships between more than two voxels [12]. Figure 2 reveals the stages of
the quantitative features.

In this work, we also present a workflow with radiomics analysis to study
the application of this methodology in the uncovering of biomarkers to improve
decision support.

3 Materials and Methods

3.1 Dataset

The study was conducted in collaboration with the neuroradiology division of
the Hospital de Braga, after the study approval by the internal Health Ethics
Committee, and all methods were adjusted in accordance with the guidelines of
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Fig. 2. Pipeline of the radiomic’s feature extraction, starting with data standardisation
and segmentation of the region of interest (ROI), followed by feature extraction, and
culminating in feature evaluation and selection, ready to feed a machine learning model
or a statistical pipeline.

the ethics board. The dataset contains data concerning 138 patients admitted
to the hospital and diagnosed with possible or probable CAA (according to the
Boston criteria [13]), and patients diagnosed with 3 other neurodegenerative dis-
eases: 90 with AD, 19 with Parkinson’s disease (PD), and 56 with mild cognitive
impairment (MCI), resulting in 303 unfiltered entries.

Information regarding sex and age were collected from the clinical records
and stored. Such data is summarised in Table 1. Studies from the patients’ brain
MRI were also acquired in the DICOM format after anonymisation.

Table 1. Patients’ age and sex distribution according to Neurodegenerative disease.

CAA AD MCI PD

Age 66.09 (± 13.9)
[31 – 89]

72.48 (± 10.13)
[33 – 89]

73.08 (± 9.30)
[51 – 88]

68.29 (± 8.50)
[58 – 82]

Sex Male: 63 (61.17%)
Female: 40 (38.83%)

Male: 37 (44.05%)
Female: 47 (55.95%)

Male: 31 (58.49%)
Female: 22 (41.51%)

Male: 7 (41.18%)
Female: 10 (58.82%)

3.2 Pre-processing

The raw MRI data was unfiltered, had several MRI sequence acquisitions (T1,
T2 and T2* and FLAIR), and the available data per patient was not consistent.
Also, some images were distorted, had different contrast, intensity, and image
noise. To minimise the effect of these artifacts, and maximise the success of the
study, a manual selection of images, sequences, and planes was performed in
the 2D images. As the visual assessment of cerebral atrophy was performed on
coronal MRI planes, and haemorrhages are best seen in T2 sequences, preference



190 F. S. Silva et al.

was given to T2*-coronal acquisitions. Data standardisation, filters were applied
to uncover quantitative features.

Additionally, participants with missing data, unsatisfactory scans, or with
cerebral lesions, such as tumours or brain damages, were excluded from the
study, leaving us with a study population of 252 patients. Moreover, encoding of
the categorical information into numeric values, such as the sex, was performed.
This way, male gender was set to “0” and female to “1”.

3.3 Visual Rating of Brain Atrophy

The visual evaluation and rating of cerebral atrophy of the patients was per-
formed independently by two neuroradiologists, who reviewed the MRI images,
blinded to the patient’s identity. The specialists rated six regions of the brain
shown to have potential for differential diagnosis, according to the guidelines
proposed by Harper et al. [9]: medial temporal lobe, anterior cingulate, fronto-
insula, orbito-frontal, posterior, anterior temporal previously. Each hemisphere
was rated separately, and the scores summed up to a global atrophy score, result-
ing in six atrophy levels per patient. Table 2 represents the sex, age, and examples
of the application of the visual rating scales on two patients.

Table 2. Example of the CSV file format for the atrophy level and clinical data.

ID Sum Anterior

Cingulate

Sum Orbito-

Frontal

Sum Anterior

temporal

Sum Fronto-

insula

Sum

MTA

Sum

Posterior

Age Sex

I28ZQ8PNN4 4 3 3 3 2 0 61 0

TOQKH2UN27 2 0 2 2 2 3 62 1

Whenever disagreements were significant, the ratings were reviewed, and
a consensus was reached. Table 3 sums up the criteria used to evaluate the 6
regions.

Table 3. Description of the criteria used to evaluate the cerebral atrophy for six regions

Regions 0 1 2 3 4

Anterior

cingulate

“closed

sulcus”

“slight sulcal

opening”

“widening of the

sulcus”

“acute widening

of the sulcus”

–

Fronto-

insula

“closed

sulcus”

“slight sulcal

opening”

“widening of the

sulcus along its

length”

“acute widening

of the sulcus”

–

Orbito-

frontal

“closed

sulcus”

“slight opening of

the sulcus”

“widening of the

sulcus”

“severe widening

of the sulcus”

–

Anterior

temporal

“no visible

atrophy”

“slight alteration

of the AT sulci”

“widening of the

temporal sulci”

“severe atrophy of

the gury”

“temporal pole

not visible”

Medial

temporal

“no visible

atrophy”

“slight widening

of the choroid

fissure”

“visible widening

of the choroid

fissure, and other

sulci”

“severe volume

loss of the

hippocampus”

“severe atrophy at

a terminal stage”

Posterior “closed

sulci”

“opening of the

posterior sulci”

“considerable

widening of the

sulci”

“severe widening

of the sulci”

–
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3.4 Low Level Feature Extraction with Radiomics

An open-source tool was used, PyRadiomics1 to proceed to the quantification
of radiomic characteristics on regions of interest (ROI) on medical images. The
process of extraction of the low-level features from images is as follows:

1. Conversion of the scan DICOM format to NIfTI, removal of non-brain and
soft tissues (e.g. skull, fat), definition of the ROI (in this case corresponds
to the entire brain), and loading of medical images and correspondent mask
of the ROI. The handling and processing (filtering operations, segmentation
and registration) of images is done using the SimpleITK library;

2. Application of image filters. The available ones include wavelet and Laplacian
of Gaussian filters, implemented using PyWavelets and SimpleITK, as well as
several simple ones, including square, square root, logarithm, and exponen-
tial filters, implemented with NumPy. Besides the filters, the standardisation
option was chosen;

3. Feature generation for the 3D images using five different classes: first-order
statistics, shape descriptors, texture classes with grey level co-occurrence
matrix, with grey level run length matrix, and grey level size zone matrix.

The resulting features were stored and organised by the anonymised patient ID
associated with the original image. Figure 3 presents the workflow to extract the
radiomics low level features.

DICOM head exams

Image Resources

File conversion
dicom2nifti

Skull stripping

Radiomic 
Data

Creation of the
dataset 

Radiomic's
Data

Radiomics + 
Atrophy level+
Clinical data

Atrophy level+
Clinical data

Patients and sequence
filtering

Anonymization

Fig. 3. Overview of the steps to extract low level features from radiomics.

3.5 Machine Learning

Classification models using ML algorithms were created using the generated
data. To do so, the study was divided in three analytical approaches: the first
using the visual rating scores and clinical data alone; the second one using the
radiomics features; and the third consisted of a combination of the two previous
types of data, to also study whether the combination of both increments the

1 PyRadiomics: https://pyradiomics.readthedocs.io/.

https://pyradiomics.readthedocs.io/
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prognostic value. For each approach, pre-processing was conducted, followed by
classification with five ML models. The prepared data for each approach was
then split into a subset used for training models (80%) and the subset used to
test the models accuracy (20%).

The classification algorithms take the training data and infer a hypothe-
sis, which is used to predict the labels of the test data. In our study, five
machine learning classifiers were used: decision trees, random forests, support
vector machines, logistic regression, and multi-layer perceptron.

Following the algorithm selection, hyper-parameter tuning was conducted to
optimise the hyperparameters, using the Grid-search process to search over the
optimal parameter values. Multiple approaches were tested, the results anal-
ysed, and adjustments made to optimise the algorithms’ parameters and feature
selection:

– Performance Evaluation: To evaluate the performance of the different super-
vised ML algorithms from the three experiments. Precision, recall and the
F1-score were estimated to determine the performance of the models. When
considering such metrics in imbalanced classifications problems, two distinct
measures may be applied depending on the scenario: the “macro-average”,
that computes the metric independently of each class weight and the “micro-
average”, that considers the contribution of each class to the average metric.

– Feature selection: To further understand the behaviour of the data and the
pathologies, feature engineering was applied. For the three approaches, the
weight of each feature was estimated. In the first approach, the 8 features
were ordered according to their weight in the best algorithm. In the second
one, starting with a total of 1722, feature selection aiming at dimensionality
reduction was conducted, thus avoiding feature redundancy. Moreover, the
features that contributed to about 75% of the accuracy weight were used
to compute a second classification step, ending with 20 radiomic features.
Finally, in the third approach, the same methodology was repeated, ending
with 9 features.

4 Results

To investigate the biomarkers that would allow differentiating between CAA
and other 3 neurodegenerative conditions, a total of 1722 radiomic features and
6 visual scores were acquired from the computing and analysis of MRI scans
from patients diagnosed with each of the four pathologies. Feature selection and
classification training was done using the training cohort, whereas the test cohort
was used to estimate the predictive performance.

4.1 Approach 1: Visual Rating Scales Biomarker Exploration

The results of the classification models using the visual rating scores and clinical
data is revealed below at Table 4.
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Table 4. Results obtained for the first approach.

Algorithm Accuracy F1 score

Macro-F1 Micro-F1

Logistic Regression 0.41 0.24 0.35

Support vector machine 0.49 0.16 0.29

Random Forest 0.55 0.37 0.51

Multi-layer Perceptron 0.39 0.14 0.22

Decision Tree 0.55 0.29 0.51

After testing the models, the results suggest the algorithm that better clas-
sifies the neurodegenerative diseases is the RF.

To determine the features that weighted the most on the classification, fea-
ture importance from sklearn is estimated. From this, age is revealed as a major
feature for the differentiation of CAA from the other pathologies, which was
already proven in previous studies, followed by sex, the atrophy in the poste-
rior region, and medial temporal lobe (a common feature in demented patients,
frequently found in patients with MCI) [14].

4.2 Approach 2: Classification of Diseases Based on Radiomics Data

Regarding the classification models used to study the radiomic data as possible
biomarkers, the results are displayed in Table 5:

Table 5. Results obtained from the classification using radiomic data.

Algorithm Before feature selection After feature selection

Accuracy F1 score Accuracy F1 score

Macro-F1 Micro-F1 Macro-F1 Micro-F1

Logistic Regression 0.48 0.17 0.38 0.44 0.17 0.38

Support vector machine 0.46 0.16 0.29 0.58 0.18 0.42

Random Forest 0.67 0.46 0.63 0.70 0.48 0.66

Multi-layer Perceptron 0.58 0.18 0.42 0.64 0.33 0.52

Decision Tree 0.54 0.45 0.55 0.61 0.59 0.61

Once again, random forest is the classifier with the best accuracy and F1-
score. From these results, feature importance was determined, resulting in a list
where “FirstOrderRootMeanSquared”, measure of the magnitude of the image
values, is positioned at the top, followed by “FirstOrder90Percentile”, which
corresponds to the 90th percentile of the values on the local binary pattern filter,
“GLRLMLongRunEmphasis”, a measure of the pixels in an image with the
same grey level value, with a greater value suggesting a coarse image texture,
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and “GLRLMShortRunLowGrayLevelEmphasis”, which corresponds to the
shorter distance between lower grey-level pixels with the same values.

4.3 Approach 3: Classification of Diseases Based on Combination
Data

Finally, for the third approach using the combination of the data used in the
previous approaches, the results are displayed in Table 6.

Once again, RF is the algorithm that better classifies the 4 pathologies,
with an accuracy of 70% and F1-micro of 66%. This approach also exhibits the
best results of all the three. From these results, once again, feature importance
was calculated and ordered. “GLRLMShortRunHighGrayLevelEmphasis”, a
measure of the shorter distance between pixels with the same high grey-level
values, “GLCMJointAverage”, the mean of the grey level intensities within
the matrix, and “FirstOrderUniformity”, the sum of the squares of intensity
value, a measure of the homogeneity of the image matrix.

Table 6. Results obtained from the classification with the combined data.

Algorithm Before feature selection After feature selection

Accuracy F1 score Accuracy F1 score

Macro-F1 Micro-F1 Macro-F1 Micro-F1

Logistic Regression 0.43 0.24 0.36 0.58 0.18 0.42

Support vector machine 0.43 0.15 0.26 0.58 0.18 0.42

Random Forest 0.70 0.47 0.65 0.70 0.48 0.66

Multi-layer Perceptron 0.43 0.15 0.26 0.49 0.17 0.38

Decision Tree 0.55 0.36 0.52 0.61 0.51 0.60

5 Conclusion

In this study, the joint CAA diagnostic accuracy based on brain imaging data
was explored, using radiomics or data derived from visual specialist assessment
of MRI of patients diagnosed with probable or possible CAA and other 3 neu-
rodegenerative diseases was explored.

Several ML models were developed for this study. The ML approach was
executed applying five algorithms: logistic regression, support vector machines,
random forest, multilayer perceptron, and decision tree. The algorithms were
run on radiomic data. The results showed that random forest performed better
than the four other models, with an accuracy of 0.70, and the weight of the most
important features reflect the ability of the computer to pick up texture details
from the brain of the patients and use this information to make decisions. This
study also highlights the capability of improving the models performance when
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combining radiomics and clinical features, corroborating the results published
by other researchers [15].

In conclusion, this study highlights the added value of using radiomic fea-
tures and visual rating scales for the evaluation of cerebral atrophy on acquired
MRI of patients with neurodegenerative diseases, in special in patients with
CAA. Specifically, our results indicate that age, sex, atrophy in the posterior
and medial temporal brain regions, and radiomic texture-related features may
help the medical decision making for CAA identification.
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Abstract. This paper explores the applicability of one-pixel attacks
against medical imaging. Successful attacks are threats that could cause
mistrust towards artificial intelligence solutions and the healthcare sys-
tem in general. Nowadays it is common to build artificial intelligence
models to classify medical imaging modalities as either normal or as
having indications of disease. One-pixel attack is made using an adver-
sarial example, in which only one pixel of an image is changed so that it
fools the classifying artificial intelligence model. We introduce the general
idea of threats against medical systems, describe a conceptual framework
that shows the idea of one-pixel attack applied to the medical imaging
domain, and discuss the ramifications of this attack with future research
topics.
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security · Machine learning · Model safety · Medical imaging ·
Healthcare · Security

1 Introduction

Modern networked and digitalized cyber domain is an extremely complex entity
that comprises of unpredictable circumstances. As a part of the critical infras-
tructure, the healthcare sector is one of the major domains of interest from
the cyber security perspective. In healthcare, there are numerous networked sys-
tems that can be targets for cyber attacks or intrusions. Finland’s cyber security
strategy indicates healthcare as an area which does not produce cyber security
related solutions, services or products, but the activities of which are affected by
cyber security, and where possible cyber security incidents will have a significant
impact [13].

The state-of-the-art target in the development of the healthcare digitalization
is the smart hospital environment. As defined by the European Union Agency for
Network and Information Security (ENISA) [17]: “A smart hospital is a hospital
that relies on optimised and automated processes built on an ICT environment of
interconnected assets, particularly based on Internet of things (IoT), to improve
existing patient care procedures and introduce new capabilities.” According to
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ENISA, one capability of the smart hospital environment are devices that lead to
overall smartness. There are numerous systems used in the medical domain with
capability of autonomic classification or diagnosis based on machine learning
(ML) or deep learning (DL) [1,10,15].

Medical imaging technologies such as X-rays, tomography methods and
whole-slide imaging digital pathology have become more widespread in the mod-
ern medical practice [2,6]. However, new technologies attract malicious actors
who want to profit from the misuse of those technologies or otherwise reach
their goals by disrupting normal operations. The medical domain is an especially
lucrative target for cyber criminals because of the sensitive nature of the data.
For example, in Finland a psychotherapy service and 40,000 of its customers
were blackmailed causing public mistrust towards healthcare [7,8]. This causes
long-term side effects from which it might take considerable time to recover.
Similar kind of mistrust could be directed to medical imaging systems. Even if
such doubts are not known among the public, the experts using imaging systems
might lose their trust in AI-based models, and when such models remain in use,
their misdiagnoses could cause unneeded overload in the healthcare system.

In this paper, we describe a framework to conduct one-pixel attacks against
medical imaging. The remainder of this paper is organized as follows. Section 2
introduces the fooling of AI models using adversarial examples. In Sect. 3, the
attack framework is described. Finally, discussion about future research topics
is presented in Sect. 4.

2 Adversarial Examples

Fooling AI models using adversarial examples is a known threat. There are many
attacks against deep neural networks that analyze images, especially when the
goal is image classification. Most of the known attacks are iterative and white-
box type, i.e., the inner configuration of neural network models is available to
the attacker. However, some defences are available: gradient masking hides the
gradient so that attack methods cannot use it, robust optimization uses attacks
to re-train the model to be more resistant against attacks and detection methods
try to identify attacks again before the input is being passed to the actual AI
model [18].

The field of medical imaging is not immune to adversarial attacks. There are
examples of crafting images and patches that create unwanted results when using
an AI classifier in the medical domain [5,12,14]. Ma et al. noted that medical
deep neural network models are more vulnerable than those used for natural
image detection. However, simple detectors are able to capture the majority of
adversarial examples because they contain differing fundamental features [11].
Finlayson et al. demonstrated that the use of projected gradient descent (PGD),
natural patches and adversarial patches is effective against fundoscopy, X-ray and
dermoscopy imaging [5]. Finlayson et al. have also raised the question of when
to intervene regarding these vulnerabilities in medical imaging systems. Acting
early could build more resilient systems but also hinder agile development. They
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describe the problem of adversarial images similar to the cat-and-mouse game of
cyber defence against hacking. As a solution they suggest amending regulatory
best practices, for example hash-based fingerprinting of images [4].

One-pixel attacks are a known method of fooling neural network models.
Changing just one pixel in the image causes the model to classify an image as
being of another class label than the image is in reality. Differential evolution
(see, e.g. [3]) can be used to find the optimal perturbation to change the predicted
class label of an image. The one-pixel perturbation is encoded with x-y coordi-
nates and RGB values, so that each perturbation is a vector of five elements.
This kind of attack applies to different network structures and image sizes but
could benefit from more advanced optimization methods [16]. There have been
research concerning attack attempts against medical imaging using one-pixel
attacks. Although a simplified case of pose estimation of surgical tools, Kügler
et al. find adversarial examples near the decision boundary, creating vulnerable
regions inside the images [9].

3 Attack Framework

A straightforward way of using an artificial intelligence (AI) solution is to classify
medical images. The images are classified either normal or as having indications
of disease. This information is accompanied with a score, which indicates how
much the image is seen as part of its class. Attacking against medical imaging
can be thought as a way of creating mistrust against the healthcare system. The
basic principle can be applied in two ways, from normal to indications of disease,
and vice versa. Firstly, we have a normal image as a starting point. This image is
modified so that the AI model will instead predict the image as having indications
of disease. Such a misdiagnosis could create unnecessary use of medical resources.
It could also undermine the trust in systems using an AI model because the are
producing less accurate results. Secondly, we have an image with indications
of disease as a starting point. After appropriately modifying the image, the AI
model will classify it as normal. This approach could lengthen the time after
which the patient gets treatment. Such misclassifications could be even fatal.
These factors could undermine the trust in the healthcare system.

Building and deploying an AI model using machine learning methods is usu-
ally broken into two major steps. The first one is the actual training of the model,
during which the training images are used to teach the AI model to carry out the
classification task as efficiently as possible within the constraints of the train-
ing. The second step is the deployment of the AI model so that it predicts or
classifies completely unknown images, yielding a result: the classification and
the score. If the input images are engineered to intentionally create wrong clas-
sification of the said image, we speak of adversarial examples. The image itself
could look like healthy tissue; however, the engineered adversarial example could
include information that fools the AI model. One such engineering attempt could
be a one-pixel attack that changes only one pixel in the image to fool the AI
model. This setup is schematically described in Fig. 1, which indicates the train-
ing and deployment for predictive/diagnostic use. The one-pixel attack would
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be performed by modifying the input images the class label of which is being
predicted.

Training 
images

AI model PredictionTraining

Input
images

Result

One-pixel attack

Fig. 1. A schematic presentation of the one-pixel attack against a machine learning
model. Adapted from authors’ previous paper [14].

Performing the one-pixel attack can be achieved by searching for these images
using optimization methods. As seen in the study by Su et al. [16], differential
evolution is one suitable candidate for the optimization problem. The problem
of finding an adversarial example can be thought as a challenge of finding the
necessary change in order to achieve a measurable goal. The goal, measured by
a cost function, is to get the AI model produce wrong results. As said, the AI
model usually returns a score indicating how confident it is in the classification
result. The score is usually expressed in the range of [0, 1] ∈ R, and it is suitable
for acting as the cost function. This attack is a black-box solution because the
target AI model is only needed for feeding input and querying the classification
result. The inner workings of the AI model are not needed because it is only
used as part of the cost function during the optimization. Figure 2 gives the
basic idea behind the differential optimization process, where a population of
attack images is created. This population is then used as input to the AI model,
which predicts the class label and gives a probability score for it. These results
are then evaluated, and images that are better at fooling the AI model are
retained as the precursors for the future populations. This way of thinking is
geared towards the differential evolution method, but it equally applies to many
other optimization methods.

Figure 3 showcases the working principle of differential evolution in this sce-
nario. The process is started by giving it an input image and information towards
which class label we want the AI model to be fooled. The logic is the same as
with the earlier images; however, this is a more detailed view of the differential
evolution process when searching for adversarial examples. This process takes
one image as a source for its input population, which is initialized based on
random or search space spanning one-pixel permutations. In other words, each
image in the population will be based on the same source image but have one
pixel changed to another by the permutation. The evolutionary process is used



One-Pixel Attacks Against Medical Imaging: A Conceptual Framework 201

AI model
predicts

Result

Potential 
attack 
images

Did they fool 
the AI model?

Try every 
image

Use images 
that are better 

at fooling

Fig. 2. Basic idea behind the optimization procedure.

to change the images. Then the effectiveness of these attack images is evaluated
by using the black-box AI model. This, in turn, makes it possible to select the
best images that confuse the AI model. If any image in the population fooled
the AI model with acceptable certainty, we can stop and declare that an adver-
sarial image has been found. If no acceptable images can be found, and the
optimization does not converge, the search should be stopped.

Black-box
AI model

Change
images

Evaluate 
images

No

Adversarial
image found

Input image
population

Select best
images

Did any
image switch 

class?

Yes

Fig. 3. Block diagram of the procedure of finding an adversarial image using differential
evolution.

4 Discussion

The integrity and robustness of medical systems needs to be tested and hard-
ened against known attacks. Furthermore, deeper inspection of robust behavior
of machine learning systems will benefit the systems in the medical domain.
Such inspection could be directed at least towards two directions. First of them
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are theoretical bounds of machine learning systems that warrant more detailed
mathematical analysis. Understanding the behavior of AI models and the bound-
aries of their inaccurate behavior would help create more trustworthy solutions.
Secondly, employing robustness strategies during training could harden the AI
models against adversarial examples that misuse the theoretical bounds. Bring-
ing these new mitigations using theoretical bounds and defensive robustness
strategies into production will be a challenge; however, this ultimately ensures
that the professionals and the public trusts in these efficient tools that make the
healthcare process faster and more accurate.

One-pixel attack is a decent example of an attack against automatic analysis
and diagnosis in medical domain, especially when the pixel is not noticeably
prominent. By affecting merely one pixel of an image under analysis, the diag-
nosis can be incorrect, which can lead to improper treatment. Since the logic of
the attack is well understood, it is possible to create uncertainty with a proper
attack vector to insert the image into the diagnosis pipeline. The latest real-life
attacks have demonstrated that there is a desire to conduct cyber attacks against
medical systems, and furthermore, medical systems are seen as valuable targets.

The next step of the continuing research is to research the feasibility and
effectiveness of the attack in a real-life scenario with a real dataset and machine
learning algorithms. As the concept is quite evident and its targets abundant,
studying the feasibility and effectiveness of the attack seems to be a potential
way forward.
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Abstract. In search of intelligent solutions that could help improve
teaching in higher education, we discovered a set of analyzes that had
already been discussed and just needed to be implemented. We believe
that this reality can be found in several educational institutions, with
paper or mini-projects that deal with educational data and can have
positive impacts on teaching. Because of this, we designed an architec-
ture that could extract from multiple sources of educational data and
support the implementation of some of these projects found. The results
show an important tool that can contribute positively to the teaching
institution. Effectively, we can highlight that the implementation of a
predictive model of students at risk of dropping out will bring a new
analytical vision. Also, the system’s practicality will save managers a lot
of time in creating analyzes of the state of the institutions, respecting
privacy concerns of the manipulated data, supported by a secure devel-
opment methodology.

Keywords: Big data analytics · Web-based tool · Higher education ·
Data extraction · Machine learning

1 Introduction

The impact of data-based decision making is known as a management revolution.
Today’s managers benefit from a range of powerful indicators for making crucial
decisions, relevant information that was not feasible to obtain years ago [12].

For the field of education, the researchers point to great potential in the
use of educational data [3,8,15]. Through the use of new environments that
enable learning, such as online communities, discussion forums, chats, Learning
Management Systems, among others, a large amount of data is produced inside
the educational institutions. This volume is so large that traditional processing
techniques cannot be used to process them, forcing educational institutions that
want to take advantage of data to explore big data technologies [17].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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Concerning the use of educational data, there is a clear difference between
institutions that offer fully online training and institutions that have a more
traditional education (they usually use online environments, but most of the
education remains in person). For online education institutions, data studies are
so refined and evolved that these institutions intend to personalize the process
working at the individual level, seeking maximum effectiveness by adapting to
the difficulties of each student.

For traditional educational institutions, the effective use of data for decision
support is still uncommon, generally existing applications are limited to tradi-
tional statistical analyzes [6,16]. This shortcoming is related to several technical
challenges that are necessary to deal with the multiple sources of educational
data that these institutions store for years [7]. Besides, there is also the difficulty
of changing the culture of managers, who are sometimes used to old technologies
and are not always convinced that they will produce valuable results by investing
in the area [5,14].

The US Department of Education [2] suggests and other studies agree [1,5],
that implementation should be done progressively, through collaborative projects
across departments, and throughout development, it will incorporate other sec-
tors until they get the whole data management ecosystem [14].

Following this line of thought, this article describes a possible software solu-
tion that was implemented on the Polytechnic Institute of Bragança (IPB) in
Portugal, with the aim of exploring educational data without the need to modify
the systems already in operation at the institution.

The purpose of the system is to provide a set of analytical and predictive
information about the institution’s academic situation for management improve-
ment. As a requirement, the software should have the ability to expand to other
educational institutions and has an architecture that aims to guarantee the pro-
tection of sensitive data.

Seeking to take advantage of studies already started on improving higher edu-
cation and the willingness to solve problems already known by IPB, we designed
the software in modules. In all, three modules were implemented: the first con-
sists of a machine learning model for predicting students at risk of dropping out;
the second consists of a set of graphs and analytical tables that seek to translate
the current teaching situation of all courses at the institution; the third module
deals with the creation of dynamic reports from the extracted data.

This document is divided into four more chapters that will continue the
explanation of the study. Section 2 refers to the developed architecture, detailing
its components and connections; The third chapter addresses the reasons why we
implemented the 3 modules and their individual characteristics; In Sect. 4, the
results of implementing the web tool in the educational institution are presented
and discussed; Sect. 5 reports the main conclusions and scientific contributions
that we have drawn from this study
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2 Architecture

The task of implementing a big data communication structure involving several
systems already in operation is not a trivial task. Initially, we seek to deal with
the initial phases of the big data analysis process, which are in order of prece-
dence: acquisition, extraction, and integration [3]. For that, we defined that it
would be necessary an ETL system (Extraction, Transformation, and Loading)
coupled to a server with access to the institution’s active systems. Although
its name is already very clear about its purpose, an ETL system can also be
in charge of other activities that are necessary for the exchange of information
between the data sources and the requesting system [18].

The next task in defining the architecture was to create a data collection
group component, and its connection with all the other components in order
to execute the modules defined. From this, we created the diagram in Fig. 1 to
represent the architecture with its components and connections.

Fig. 1. Structure of the proposed architecture

The API System is a service modeled with the REST architectural style to
provide the solution’s main feature set. In this component, we manage the users,
the triggers for the extraction tasks, process the extracted data, and execute the
proposed modules.

This component depends on a secure direct connection to the MongoDB
database, where the stored and processed data is located. With this approach,
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it is possible to perform complex analyzes to respond to requests from the front
end in a few seconds.

The ETL, as already mentioned, is the component that is installed next to
the active systems that are intended to extract the data. This component is the
only one in the architecture that accesses the educational institution’s databases.
This strategy makes it possible, when necessary, to encrypt sensitive data, ensur-
ing that they are never stored in MongoDB and protecting them from malicious
attacks. The component authentication to the API uses TLS/SSL client certifi-
cates to perform secure authentication and prevent dictionary attacks and/or
brute force.

During the development of the architecture, we seek to incorporate the cur-
rent concepts of microservices, big data analytics, and web development. To
ensure cybersecurity, we follow the OWASP Secure Coding Practices manual [9].
Also, due to the fact that many users can process personal data, it was decided
to consider the mandatory technical requirements defined in the Resolution of
the Council of Ministers n◦ 41/2018 [13].

Thinking about a more commercial aspect of the software, it is possible to
expand the application by adding several ETL components in other institutions.
As data protection is already guaranteed by ETL on the institution side, the
scope of the API component is even greater, as it can group multiple data sources
to produce more powerful reports and machine learning models.

3 Implemented Modules

Bearing in mind that the software would not be just a prototype, after the defined
architecture, we started to implement the system core. This core included multi-
ple access levels, logging, the establishment of connections between components,
the administrative panel, and automatic scheduling of extraction tasks.

To facilitate the audit of extractions, we have created a page to manage them.
The main features of this page are: view the ETLs logs sent daily about their
operation; check if the extraction tasks were successfully performed and their
processing time; manage the frequency of automatic tasks and create an extra
sporadic extraction.

With the software core assembled, we compiled a set of analyzes that had
passed an initial phase of discussion and could be really implemented, resulting
in the following modules.

3.1 School Dropout - Machine Learning Model

One of the main metrics to measure the quality of education in a higher educa-
tion institution is the student dropout rate. Constantly government entities that
deal with education, update their goals on recovery from dropout and seek new
solutions to combat it [4].

Likewise, the educational institution that developed this study is also looking
for new ways to improve this index. Among the proposed alternatives, the article
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[10] proved to be promising for implementation, by validating the capacity of the
institution’s educational data in predicting possible dropouts through a machine
learning model.

For its operation, the model developed takes into account data from three
active systems in the institution. The first refers to the student’s enrollment
information and their status in the course, such as grades, number of approved
subjects, academic years. The second system is the attendance record in the
classroom. The last refers to the logs generated by the institution’s Learning
Management System (LMS).

The model requires a weekly snapshot of the student’s current situation. With
this data, the Random Forest algorithm is used to classify between dropout and
non-dropout, using data from the last 4 years of the same week. Afterward, the
number of times the student has been classified as dropout during the year is
counted as a percentage. This percentage is called the critical rate, indicating
students with the highest values as likely dropouts.

In order to implement the visualization of the study results, three pages were
implemented. The purpose of the first page is to provide a set of comparisons
on the critical rate between schools and courses at the institution. The second
page developed, provides a report of the information collected and the results of
the model of a specific student.

Seeking to take preventive measures, the third page was designed to support
a call system for students at risk of dropping out. In this way, a specialized agent
can get in touch with the student and discuss what problems he is facing and
possible ways to deal with them. Afterward, the agent can record the reasons
for the abandonment (if confirmed) and a report of the conversation.

3.2 Numerical Analysis

Analyzing the difficulties of the educational institution, we observed that an
analytical report was produced every year. It’s a report used by course coordi-
nators to manage their courses and disciplines. The main analytical components
consisted of the sum of the number of students enrolled, evaluated, and approved
in each discipline of each course. Our initial idea was to transform this report
into dynamic elements on a new page in the application.

In this way, we created a task that could extract all the data related to
the material records of a requested year. This extraction resulted in the records
being stored in MongoDB, already with the sum of each discipline, that is, it
did not bring the students’ personal information, only the number of how many
students had that record.

With the data available to the front-end, the next step was to develop and
increment the elements of the base report. Finally, we personalize the pages by
access levels, covering more managers who may use the software.
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3.3 Dynamic Reports

Unlike the other modules, the dynamic report was designed in the second stage
of implementation. The idea arose from the need to always contact a developer
to provide a new analytical element, even if the necessary data has already been
extracted.

As the data stored in MongoDB has already been processed and did not
contain sensitive data, we developed a tool that allows users to create their own
queries to build graphs and tables. In this way, we build a sequence of steps
necessary to build one of these elements.

After the user chooses the dataset they want to work with, the first step is to
create the filters. Filters make it possible to simplify SQL operators to extract a
subset of the original data. The second step is to select the fields that should be
returned after the query. The third step is optional, its function is to create fields
from calculations in other fields. As an example, it is possible for the teacher to
experiment with different formulas to define the composition of the final grade
of a discipline.

The fourth step depends on the user’s objective, being possible to follow two
paths. The first path aims to export a table, having the only functionality of
ordering it. The second way is to create a chart. Thus, the fourth stage aims to
choose which groupers will compose the chart. Finally, the fifth stage refers to
the aesthetic settings of the chart, such as the names of the axes and the title.

With the definition of these elements, we developed a page for the construc-
tion of the report effectively. Similar to a text editor, the page has the advantage
of being able to import the dynamic elements developed and resize them. With
that, different agents of the institution can work with the educational data and
create their own reports.

4 Results and Discussion

Following the completion of the software implementation, our work was directed
to diagnose the system’s impacts on the institution. In this session, a compila-
tion of the impressions found by some managers who used the platform will be
presented, comparisons between the results of the machine learning model of the
original article [10] and the software developed and particularities found that
are worth discussing.

4.1 Analytical Components

A significant improvement was noted in the practicality of creating a numer-
ical analysis of the institution, mainly due to the fact that previously it was
necessary to open multiple PDFs to view the same data that is now on a sin-
gle dashboard. In addition, the amount of information that could be found was
expanded, offering a new set of analyzes on teaching.

Similarly, the dynamic reports complement the numerical analyzes, offering
the possibility to build an analysis from scratch. In a simplified way, the result
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of these components is similar to typical business intelligence software, without
the huge set of tools that we usually find, but with the difference of not having
the need to import the data into the system, since the data is already available
in the software for easy handling.

Figure 2 shows some of the components that can be found on the analysis
page. The data displayed is emulated and does not reflect the reality of the
institution.

Fig. 2. Screenshot of the analysis page

The first four boxes contain information on the averages of the number of
students enrolled, evaluated and approved in the last 4 years of a chosen course.
The following two graphs show the decomposition of these averages in the his-
torical form of recent years. At the end of the figure, two graphs are presented
referring to enrolled students and dropouts, the first informing the real values
and the second in percentage.

4.2 Machine Learning Model

The first tests of the developed module sought to identify whether the extracted
and processed data obtain the same result as the article that suggests the model
[10]. The results indicate that the behavior of the model was similar to that
expected, with a small increase in the number of students selected as dropouts,
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Fig. 3. Performance comparison of machine learning models

but justified by the increase in the number of students enrolled in that year.
With that, we can say that the model was successful in its initial purpose.

The two graphs in Fig. 3 illustrate the performance of the predictive model
of students at risk of dropping out of the institution in the 2016–2017 academic
year. The graphic on the right was taken from the original article and on the
left is the product of the implemented software. In both graphs, the upper blue
lines represent the number of students that the algorithm selected as dropouts,
the bottom lines represent the number of students who actually dropout. Thus,
the difference between the lines is the error that the algorithm presents.

Comparing the two graphs, we can see a great divergence between weeks 1
and 20 and a decrease in the distance of the lines in the second graph. The
difference in the first few weeks was caused by two factors. The first factor was
the adjustments to the semester start dates and the frequency calculation. We
found that the old algorithm could incorrectly calculate attendance if the student
enrolled late.

The second factor was the addition of two new attributes that improved the
model’s performance. The first attribute added refers to the number of days it
took the student to start the course and the second attribute refers to whether the
student works or not during the course. This improvement is reflected throughout
the year and can be seen in the decrease in the difference between the two lines
of the second graph compared to the first graph.

4.3 Data Extraction

For the predictive model, we initially processed the data for the academic years
from 2009 to 2018 in a development environment, leaving us to extract only the
data from 2019. After correcting small bugs found, we noticed that the tool took
an average of 30 to 40 min to extract all data for a requested week and 2 to 5 min
for processing the model.

The differences between the times basically depended on two factors. The
first is related to the week in which the data is to be extracted, since at the
beginning of the year the amount of information generated by the students was
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smaller, resulting in less processing time. The second refers to the time we do
the extraction since the server could be overloaded.

In mid-day tests, the most critical moment of use for students, it could take
twice as long. With an automatic task scheduler developed, we set up so that
the extractions only occur at dawn, a time that had less use of the systems,
minimizing the negative impacts of the software on the institution.

As the data required for the analytical module did not require much process-
ing and are not bulky, the extractions took less than 1 min to be successful.

5 Conclusion

In this study, the following steps were described for the implementation of big
data analytics tool in a higher education institution. Analyzing the results pre-
sented, we can conclude that our system can positively contribute to help the
academic managers to improve the success of their students. We can highlight
the time savings that the system’s practicality has brought to the institution’s
managers.

Generally, most managers at an educational institution are also teachers,
needing to divide their time between multiple tasks. The system presented allows
managers to pay more attention only to data analysis since they no longer need
to build a series of analytical components. In addition, if necessary, the system
allows more complex analyzes to be made, exporting the data, streamlining the
process with initial treatment, and covering more external tools.

As described in Sect. 3, two of the three modules implemented were already
developed or at least quite discussed. This fact simplified several hours of our
work and allowed us to refine the collected studies. This reality can be found in
many educational institutions, with papers or mini-projects already developed
internally but with several constraints to put it into practice. Once the proposed
architecture is developed, it does not require complex refactoring to create a
new data extraction in a safe way. Therefore, the inclusion of new modules is
encouraged without prejudice to existing ones.

Another positive point observed was in the contact pages of students at
risk of dropping out of school. In addition to fulfilling its purpose of enabling
preventive contact with students at risk of dropping out, through the record of
contacts a history of reasons that led students to dropout was created. In this
way, it is possible to analyze the most worrying reasons in order to create a plan
of preventive actions by the institution.

A similar strategy that supports the development of the architecture and
the whole software can be seen at [11]. The HESA project aims to repeatedly
collect a series of data from more than 250 educational institutions in the United
Kingdom, creating a government ecosystem of educational data management.
Undoubtedly it is an inspiring project for other countries, but this reality depends
on a series of facts for its success, besides the monetary, the difficulty of its
cooperation of the gigantic team involved. The study presented here, suggests
an alternative for institutions that do not intend to wait years for this to happen
and already reap the rewards of using data for decision making.
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Abstract. Big Data, being a massive amount of data, which requires technolo-
gies, information architecture and systems design, and analytical methods, has a
significant impact on modern society and the development of security area strate-
gies. This paper investigates the importance of Big Data in policing and discusses
the challenges arising from its appliance to maintain public order. It is presented
a theoretical study, based on a literature review in the context of policing that
allows the establishment of the construct in which the Portuguese National Public
Security developed its own Strategic Information System. For the study, some
inclusion and exclusion criteria were used to narrow the gaps for a better under-
standing of the subject. Even though some questions arise from using the Big
Data, such as processing, profiling, parsing algorithms that can conduct excessive
normalisations of the data, Big Data is leverage in policing and a tool of predictive
policing.

Keywords: Big data · National public security · Predictive policing · Security ·
Strategic information system

1 Introduction

Digital transformation, data access, technological change are the main elements of
modern society and the core for evangelizing infrastructure transformation and cul-
tural paradigms. This metamorphosis implies transformations associated with people,
state of mind (trust, predisposition, and change acceptance), time, and leadership.

One of those transversal and longitudinal change, in terms of cultures, organisations,
institutions, and countries is technology dependency, which reveals howmuch enveloped
humankind is to the information-process revolution [1].

The concern around the dynamics and challenges of globalisation (economic, cul-
tural, social, and technological) unfolds a set of thoughts that expresses the need to be
supported and uphold the decision-making process, and therefore the strategic decision.
On the other hand, they are the core of the fundamental elements of police activity and
for the use of information from the police database.

Considering the modelling of thoughts, intuitive and analytic, that consider basic
structural elements such as search, storage, it is possible to identify the major elements
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for a decision. Even though the intuitive systemWYSIATI (what you see is all there is),
a cognitive bias is formed, from the fact that the level of information and knowledge is
scarce as to be acceptable to daily-daily life [2], they induce disruptions such as: i) gaps;
ii) negativity; iii) straight forward; iv) fear; v) size; vi) generalisation; vii) destiny; viii)
single perspective; ix) guilt; and, x) urgency [3]. The bias conveyed by this approach
is not compatible with police decisions because it can have counterproductive effects;
however it is important to stress the awareness of the bias process.

The analytic system provides a more robust system capable of highly elaborate and
various decisions because they are based on complex models, with predictive variables
and modelling restrictions. The possibility of developing behavioural patterns, profiles,
and predictive policing enables police to have an essential tool for the decision-making
process.

The progress made in the police information data advocates the phenomenon that
occurs from the application of knowledge and science to technology. Themassive access
to data available in the police context is a breeding ground for using advanced analytic
tools, a proactive and qualifying way for presenting solutions, modelling behaviour, and
reducing or preventing deviant behaviour opportunities. This context converges to the
fictional and futuristic universe of “The Minority Report” of Dick [4], that foresee all
crime before it occurs, based on the foreknowledge of Precrime. This is a predictive
policing policy measure that promotes security and safety with a proactive approach to
problems in developed countries [5], putting aside the reactive ones.

Big data utility is as big as a predictive system in policing. Predictive policing requires
new organisations, competencies, and structures [6]. According to the author, this is a
new way of thinking, a vision of police work, and consequently policing.

As to augment the understanding of the theme (evolution, the conceptual structure of
the analysis), a literature revision was made. The computerized literature searches were
performed using different platforms, data bases, article repositories, such as science-
direct, Scientific Open Access Repository of Portugal (RCAAP), Scientific Electronic
Library Online (SciELO), EBSCO, B-on, Proquest, Scopus, Clarivate Analytics - Web
of Science e, Institute of Electrical and Electronics Engineers (IEEE).

Inclusion criteria were the following: i) title that contained the terms Big Data, law
enforcement, security, national security, predictive policing; ii) published since 1990; iii)
complete articles published in journals with peer review; iv) other documents, subjected
to evaluation by peers or that had a public presentation (doctoral or master dissertations,
book chapters); v) written in English and Portuguese; and, vi) references of consulted
articles were considered.

To harmonise the principles of the process and maintaining scientific integrity, the
exclusion criteria required the rejection of articles that: i) after a more accurate analysis
wasn’t related to Big Data; ii) documents not related to law enforcement, national secu-
rity, policing; and iii) documents nor written in English, or Portuguese, even though the
abstract was presented in the idiom of the inclusion criteria.

The paper has a traditional structure for theoretical studies, containing an introduc-
tion, state of the art, perspectives, and conclusion.
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2 State of the Art

The origins of the taxonomy of Big Data are difficult to measure. The first representa-
tion of the term is unveiled by Mashey, identifying future needs from the expansion of
technology, such as data storage, processing, and transmission of information [7].

With the ‘90s, Big Data’s concept has become commonplace, and in contempo-
rary society, a technological buzzword. However, the idea incarcerates a multiplicity of
dynamics that makes Big Data information a pattern applicable to health, economics,
biology, security, and other areas.

Big Data associates with commercial transactions (on-line shopping), cyber research
(search engines), access to social media (e.g. Facebook, Instagram), data storage, such
as drive (e.g., Cloud, drive), communication networks (e.g., Whatsapp, Houseparty,
tik tok). The tracking is managed with algorithms that can predict human behaviour,
thus anticipating users’ needs and preferences. Nonetheless, a concept meaning is due.
Authors such as Laney [8] convey a definition based on 3 V’s: Volume, Velocity, and
Variety. To this model, were added more 2 V’s, for a complete concept: i) Veracity [9];
and, ii) Value [10], transforming it into a 5V’s model [11].

Even though it is a concept in progress, the inclusion of more elements, such as com-
plexity and deconstruction [12, 13], focus on data [14–16], does not deter its importance
as the underlying element of the security agenda.

Big Data is also viewed as a distinct set of assumptions that form a paradigm,
surmounted by information and the management of the databases, making space for the
solution-problem binomial complements [17]. For this reason, information, technology,
methods, and impacts are also notions that can endorse the concept of Big Data [18].

In terms of information, the historical moment is digitization. It consisted of trans-
forming the society from analogical signs to digital ones, based on binary code [19]. The
change allowed Google to turn available, and consequently universal, access to books
[20].

As a natural evolution of the process, “datafication” empowerment results from digi-
tization and presented amore accurate representation of reality [21]. This data processing
mechanism allows the structuring of information, pattern extraction, correlation, recog-
nition of linguistic evolution, and tendencies of words and expressions [22]. An example
of this application is the repression of the Nazi lexicon [23].

The transition converges to the threefold of data: information–knowledge–wisdom
[24]. The definition of Jifa [25] allows us to approach to Maslow hierarchy of needs.
In fact, data is the physiological need for Big Data. Information conveys the safety
needs – security and safety – and by adding context after the processing and treatment
of data, the sense of belongingness. The comprehension provided and the way on how
to use information efficiently catapults the esteem, confidence, and accomplishment
needs. Ultimately, Maslow´s self-actualisation needs can be perceived in the Big Data
by the wisdom of knowing when and why information is used, allowing the growth and
challenges provided by society.Collecting data from the variety of disparate sources/silos
and transforming it into re-usable, consumable, and executable information converges
into being the boost and the underlying fundamentals of Big Data [18].

The growing volume of information available results inexorably in the era of web
3.0, the network society era. The trivialisation of technology (smartphones, tablets,
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smartwatches), interaction platforms (zoom, teams, streaming’s), and the multitude of
other tools convey the biggest challenge for Big Data [26]. The challenge goes alongside
how to derive the most value of the data. In this backdrop, Dhankhad [27] considered
that 90% of all that were produced in the last two years, even though they didn’t go
through the triad process of information–knowledge–wisdom.

Concerning the technology approach, the onus is embedded in the capacity of the
systems processing the rawand siloed data, deliver either bymachine learning or artificial
intelligence, into something meaningful is the critical component of Big Data.

Accomplishing the task of generating information requires data transfer, which
entails a toolset capable of transferring billions of records and attributes. The tool can
arise some questions that are easily overcome using specific techniques of benchmarking
[28]. Herein lies the “harsh spot” for data transfer that can be under-evaluated because
the velocity of data is overcoming analytical function efficiency [29]. The improvements
in the processing are shaping the world of Big Data [30]. The tools (NoSQL, MapRe-
duce, machine learning) that can emphasize bigger and complex analysis are Big Data’s
mainframe [31].

The methods that allow the blending of datasets, reorganisation, or simple redefi-
nition to drive action, are the propulsors for granting quality an intrinsic value to the
information, object of evaluation from the users and consumers [32, 33]. After this first
stage, the second one embarks in analytical modes, such as cluster analysis, genetic
algorithms, natural language processing, machine learning, neural networks, predictive
models, regression and logistics models, social media analysis, feeling and perceptions
analysis, signs and data visualization [18, 22, 26, 34]. As such, Big Data, an ongoing
evolving process, proposes a fundamental scale of information, which encompasses the
most basic expression of a strategic element. Because Big Data it is still undergoing
evolution, the decision-making process should be updated and amended regularly in
line with upgrades in methods, technology and innovations, analytic, and the results of
the evaluations [35].

The integration of the information collected from theBigData in the decision-making
process enables smarter, intelligent, and efficient decisions, the reason which sustains an
assertive, effective, and optimized extraction of knowledge [27]. The human intervention
for the analysis accordingly with organization´s needs, the comprehension of data, is
still fundamental [30].

As a source of information, knowledge, and wisdom, the systems present some
disruptive components. Those disruptions are information leaks, access, and illegitimate
divulgation of personal information, that compromises cybersecurity and the protection
and privacy of users and consumers [26]. It is known that the network involved in Big
Data catapults information leaks and misuse of information. Applying technological,
political, and legal mechanisms can be an assurance of stability and trust. [26]. However,
the indiscriminate access to open sources, the tracking of various systems reveals the
urgency for regulating access to information, ensuring impartiality, independence, and
preventing the information monopoly [36].

The conciliation of the different approaches, can state that Big Data, is an intangible
asset, comprised of data that storage volume, velocity, variety, andveracity. The treatment
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requires specific technology and analytical tools, as to drive new value from unrestricted
quantities of data [18].

3 Big Data and Security Context

Security as a way to maintain integrity embodies an element of defence and position
conquering. The cross-pollination of these concepts’ ideas and insights converge to the
main basis: public order, harmony, and tranquillity of citizens [37]. Security is a sensitive
sector therefore reactive, or proactive police strategies are subject to different stages of
the evolution of society and criminality, which were exponentially catapulted with the
advent of technology.

The increased intricacies of security concept through the decades [38], in different
aspects – emotional, monetary, labour, environmental, health, State, global, and security
in stricto senso – stems from “technological development and electronic process, that
form an inseparable triad of certainty and risk” [39]. On the other hand, the transforma-
tion in security also illustrates its impact on police information and intelligence [40]. The
government uses police powers to reduce uncertainty and risk [40]; however, the rules
made by the people and for the people, even though aren’t an intrusion on liberty are
scarce to keep up-date to the mutability of the security concept [22]. This context reveals
some of the underlying difficulties that ultimately lie at the heart of traditional policing
facing the new paradigm. Such a paradigm is based on the level of public scrutiny, opera-
tional and command strategies, the use of technology, responsibilities and accountability,
material, and human resources [38]. Interestingly, the comprehensive approach to main
elements in security, protection, and crime prevention opts for a proactive operational
strategy, even in uncertainty, which is critical in the decision-making process [41]. The
legal effectiveness of punishment refers to the extent that citizens’ behaviour is really
kept within predetermined limits. The measurement of effectiveness is often difficult
and does not guarantee public security [42].

Ensuring the privileged link with democratic state and public security, the Police
understood the need to adapt to new challenges. The critical mass of policing is sustained
by scientific studies that determine the definition of Big Data. From this perspective,
traditional policing, problem-oriented policing, or intelligence-led policing follow along
on a well-trod not static approach. Moving beyond broad security theory, as it occurs is
economic theory, there are no policing models in true form. According to some authors
[43], policing focuses on a hybrid model, with a technological and holistic component.
Within a prospectively set of macro set elements from models, in a hybrid model, there
is no hierarchy between elements.

Before establishing the model, Big Data is a potential ally of police organisation
and intelligence [44]. Even though the ambivalent feelings and the anxiety derived from
its appliance to security [45], is a management dissension. For this reason, it is the
subject of the debates to deter and apply the volume of data to intelligence to prevent
crime, which is a consequence of economic, social, human changes alongside with the
opportunity, and the existence of a natural crime rate [46]. Unable to be implemented
faultless because of lack of adequate formation, and because it was not understood, the
potential of Big Data is the main inhibitors of the use as a police resource [22, 44, 47]. It
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has been suggested that the lack of objectivity in the analysis of data, together with the
excess of data recollected, can be counterproductive and a disruptor element in being
leverage and a solution for the problems [48]. The significant barrier to objectivity had
been the employment of analytical methods for information analysis. The algorithms
use a broad interpretation that contains discriminative elements [49], which conduct to
individual’s approach that Data defines as having deviant behaviour [50]. Accountability
is also a problem. Critics claimed that the bias results from the externalities of action,
sustained by the Big Data [51]. The onus of accountability has deviated to technology,
which undermines the effect on the algorithm creator [50] and hedges the prejudice
latent in the human being [49].

Big Data has been incorporated in policing. The ADN sample, video surveillance
system, and predictive policing [52] are some of the examples. The analysis dynamics
are such that problem-solving crime analysts flowed to present the best option for crime
prevention [53].

The integration of big data in the police decision-making process requires that some
requirements must be met: i) risk identification; ii) quality of information; iii) methodol-
ogy; iv) knowledge of positive impact in police action and relation with the community;
v) technology testing; and, vi) guaranteeing respect for citizens’ rights [49]. The factors
that make predictive policing interesting but challenging to the police are the efficiency
that it is still to be proved [44], and the inability to capture the individual’s individuality
and circumstances of the behaviour in different moments and environments [6].

Information is not only created through discovery but through the compilation and
organisation of existing data, upsurges, and assists the policing models of Portuguese
National Public Police (PSP).

In fact, PSP also sustains the activity in the Strategic Information System, Manage-
ment and Operational Control (SEI). Police use SEI to make rational decisions in terms
of operational, tactical, and strategic operations. The system’s implementation occurred
in 2004, revealing characteristics and fundamental issues from Big Data [22].

4 Discussion and Conclusion

The paper discussed some general aspects of Big Data, with particular emphasis upon
PSP. Over the last decades, Big data has emerged, and some questions raised. It is
introduction as a tool in predicting behaviours incurred in police, administrative, and
political complexities. Those complexities are subdued if the analysis is error-free and
subjected to the actors and stakeholders’ discretion.

Recognizing the challenges of a society technologically dependent, police organ-
isations embrace this process by sustaining the decision-making process in the data
that, after being collected, is processed, analysed until its information is upgraded to
intelligence.

Despite the Big Data paradox’s – transparency, identity, and power [54] – the ongo-
ing process´s irreversibility is unquestionable. The intelligence sustained by the Big
Data allows quicker systematic responses, analysing contexts in a micro perspective,
forecasting events, profiling, management of transit flows.

The present prominent role of Big Data, and the interconnection that may generate
“data village”, might enhance police productivity [55, 56] and the decision-making
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process [56] and is richer if it can fulfil an interactive flow between individuals (citizen-
police, and police-citizen) at one point in time and environment.

The widespread of the phenomena of crime implies its comprehension, the knowl-
edge of transversal elements, the regularity, and the ability to predict the occurrence of
deviant behaviour. Moving toward a larger perspective, it is crucial to understand that
all this knowledge optimizes resources for the decision [57].

The fallacy of technological police operates over the assumption that technology
will override Police’s human side. The human side is the main core of Police action.
Technology, rather than a substitute, is an essential complement to Police [58] because it
requires human intervention in the analysis and evaluation andoptimizes the intervention.
Expanding the “law of the vital few” of Pareto [59], it can be advocated the police adage:
that 20% of Big Data produce 80% of police action; that 20% of police action produce
80% of Big Data.

To grasp the complex process by which Big Data, stakeholders, police decisions are
linked is useful to consider the analytical schema, the critical and clear vision of facts and
events. Even if outliers may compromise the analysis, the micro and macro evolvement
dynamics should be revisited in the normality of behaviours, thoughts, profiles, sustained
in the Gauss curve that fundaments all the natural phenomena.

Big Data provides opportunities for the Police to transform data into contextual-
ized information through analytical methods and techniques, leading to a new app-
roach to smart policing. The characterization of deviant and criminal behaviour allows
a proper interpretation of occurrences, for example through profiling, identification of
patterns, appropriate use of force, enabling a more advantageous, rational, transparent
and accountable police action. In short, Big Data is essential for the study of phenomena
that collide with the security of people and the community. Knowledge increases the
quality of each police officer’s intervention because by decreasing the uncertainty and
surprise of each situation, it ensures harmonisation of the standard of police action.

Big Data’s effects can be observed at the organizational level by introducing new
organizational models and work processes. It develops a collective framework and indi-
vidual awareness, strongly supported by the technological component and scientifically
validated practices. The analysis from a daily perspective of the benefits of using Big
Data creates research opportunities in the near future.

As a final comment upon the future scope of Big Data in PSP, it is reasonable to
speculate that it will be increased. Its appliance will turn out to develop the thinking out
of the box as a way of successful and effective policing.
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Abstract. This study aims to present a very recent literature review on customer
churn prediction based on 40 relevant articles published between 2010 and June
2020. For searching the literature, the 40most relevant articles according toGoogle
Scholar rankingwere selected and collected. Then, each of the articles were scruti-
nized according to sixmain dimensions:Reference;Areas ofResearch;MainGoal;
Dataset; Techniques; outcomes. The research has proven that themost widely used
datamining techniques are decision tree (DT), support vectormachines (SVM) and
Logistic Regression (LR). The process combined with the massive data accumu-
lation in the telecom industry and the increasingly mature data mining technology
motivates the development and application of customer churn model to predict
the customer behavior. Therefore, the telecom company can effectively predict
the churn of customers, and then avoid customer churn by taking measures such
as reducing monthly fixed fees.

The present literature review offers recent insights on customer churn predic-
tion scientific literature, revealing research gaps, providing evidences on current
trends and helping to understand how to develop accurate and efficient Marketing
strategies. The most important finding is that artificial intelligence techniques are
are obviously becoming more used in recent years for telecom customer churn
prediction. Especially, artificial NN are outstandingly recognized as a competent
prediction method. This is a relevant topic for journals related to other social sci-
ences, such as Banking, and also telecom data make up an outstanding source
for developing novel prediction modeling techniques. Thus, this study can lead to
recommendations for future customer churn prediction improvement, in addition
to providing an overview of current research trends.

Keywords: Telecom · Data mining · Customer churn prediction

1 Introduction

With the rapid development of computer and Internet technologies, people’s lives have
undergone earth-shaking changes.Changes in the formof communication have prompted
the telecommunications industry to flourish (Sun 2018). In the “BigData era” of informa-
tion explosion, as one of the leading industries in the information age, the development
of the telecom industry depends not only on communication technology, but also on the
resource optimization and configuration capabilities of enterprises, and the management
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of huge information and data resources becomes an enterprise. Massive data accumula-
tion in the telecommunication (telecom) industry and the widespread application of data
warehouse technology make it possible to gain insight into customer behavior charac-
teristics and potential needs through systematic customer historical data records. It also
provides prerequisites for targetedMarketing in the telecom industry (Wang et al. 2018).

Telecom operators have accumulated a large amount of customer information and
consumption data during their development. These data truly and objectively reflect the
behavior of consumers. Combining data mining technology with the rich data resources
of the telecom industry can effectively help telecommunications companies predict
customer churn and develop more accurate, efficient and effective Marketing strategies.

2 Overview

This research investigates 40 relevant articles published between 2010 and June 2020 and
characterizes the customer churn prediction using data mining studies on their areas of
research, main goals, dataset volume, techniques adopted and the outcomes according to
each study.Most research areas of these articles are telecom. These studies are selected to
represent different and recent literature analysis methodologies on research areas closely
related to customer churn prediction,which is the focus of the proposed research. It is also
taken into account that each of those studies mention the goal and method of research,
expressed in the columns of Table 1, to enable comparing different approaches with the
proposed method.

Customer churn prediction modelling is significantly affected by diverse factors,
such as data mining techniques and their specificities, available data, data quality and
data granularity. Other features such as modelling decisions conduct different operation
of success and how it is evaluated. In terms of datasets, there is a big difference regarding
source, volume, nature and quality. The data source used for customer churn studies is
mostly originated from the big telecommunication companies or operators. There is
a lot of explanatory features which could be found in literature, some researches use
only a few features, but other researches make use of hundreds of features. The further
investigation has been carried out through gathering themost popular features and divide
them into distinct clustering groups, such as: demographic features, business features,
industry features and SMS message features. Table 1 answers the following questions:
Which are themost used techniques in the customer churn forecast? Thus, it is possible to
verify that decision tree (DT), support vector machines (SVM) and Logistic Regression
(LR) are the three most popular and useful method. By analyzing each method, it can
be observed that these three methods are efficient techniques for extracting implicit
information from the database and with high accuracy.

3 Literature Review

Nowadays, customer churn is one of the growing issues of today’s competitive and
rapidly growing telecom industry. The focus of the telecom industry has shifted from
acquiring new customers to retaining existing customers owing to the associated high
cost (Hadden et al. 2007). The telecom industry can save Marketing cost and increase
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sales through retaining the existing customers. Therefore, it is essential to evaluate and
analyze the customers’ satisfaction as well as to conduct customer churn prediction
activity for telecom industry to make strategic decision and relevant plan.

There are two popular algorithms with good predictive performance and comprehen-
sibility in the customer churn prediction area: decision trees (DT) and logistic regression
(LR) (Verbeke et al. 2012). But these two algorithms also have their shortcomings: deci-
sion trees are inclined to have problems to deal with linear relations between variables
and logistic regression has problem with interaction effects between variables. There-
fore, the logit leaf model (LLM) is proposed, which is a new algorithm that could better
classify data. LLM tends to construct different models on segments of the data (not on
the entire dataset), which could have better predictive performance while keeping the
comprehensibility from the models. The LLM be composed of two stages: a segmen-
tation stage and a prediction stage. Customer segments are recognized in the first stage
and a model is formulated for each leaf of the tree in the second stage. After test and case
study, we found some key advantage of the LLM compared to decision trees or logistic
regression. (Caignya et al. 2018).

Customer churn problems could be solved from two different angles. One is to
improve customer churn prediction models and boost the predictive performance (Ver-
beke et al. 2012). Another is trying to understand the most important factors that drive
customer churn such as customer satisfaction. Customer churn prediction is considered
as a managerial problem which is driven by the individual choice. Therefore, many
researchers mention the managerial value for customer segmentation (Hansen et al.
2013). By considering the two research angles, customer churn prediction models need
to create actionable insights and have good predictive performance.

Customer churn predication is part of customer relationship management since
retaining and satisfying the existing customers is more profitable than attracting new
customers for the following reasons: (1) Profitable companies normally keep long term
and good relationships with their existing customers so that they can focus on their
customer needs rather than searching new and not very profitable customers with a
higher churn rate (Reinartz and Kumar 2003); (2) the lost customers can influence other
customers to do the same thing using their social media (Nitzan and Libai 2011); (3)
long-term customers have both profit and cost advantages. On the profit dimension, long
term customers have tendency to buy more and they can recommend people to the com-
pany using positive words. On the cost dimension, they have less service cost since a
company already masters information about them and understands their customer needs
(Ganesh et al. 2000). (4) Competitive marketing actions have less effect on long term
customers (Colgate et al. 1996); (5) Customer churn increases the demand and the cost to
draw new customers and decreases the potential profits by the lost sales and opportuni-
ties. These effects lead to that retaining an existing customer has much smaller cost than
drawing a new customer (Torkzadeh et al. 2006). Therefore, customer churn prediction
is very necessary in a customer retention strategy.

Currently, Customer Relationship Management (CRM) is valued by many compa-
nies, since customer retention, which concentrate on developing and keeping long-term,
loyal and profitable customer relationship, is an important factor for the company to win
investment. Developing effective retention methods is critical for businesses, especially
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for telecom operators since they lose 20% to 40% of customers per year (Orozco et al.
2015). Retaining existing customers doesn’t have the cost of advertising, educating or
creating newaccounts as attracting newcustomers. Consequently, comparedwith attract-
ing new customers, retaining an existing customer is five times cheaper (McIlroy and
Barnett 2000). Decreasing customer churn rate from 20% to 10% can lead to annually
saving about £25 million to the mobile operator Orange (Aydin and Özer 2005).

Predicting customer churn has been a subject for data mining. Compared with tradi-
tional surveys, using data mining is better at investigating customer churn (Huang et al.
2012). Traditional surveys suffer fromhigh cost and limited access to the customer. How-
ever, data mining overcomes this kind of problem, which provides conclusion based on
the analysis of historical data. Therefore, datamining becomes themost commonmethod
in customer retention to predict if customer will churn or not and identify patterns using
customers’ historical data (Liu and Fan 2014).

Many methods were used to predict customer churn in telecom companies. Most of
these methods have applied data mining and machine learning. Most of the related work
used only one method of data mining to obtain knowledge, and the other works tried to
compare several different methods to predict churn (Ahmad andAljoumaa 2019). (Bran-
dusoiu et al. 2016) proposed an up-to-date data mining method to predict the prepaid
customers’ churn using 3333 customers’ dataset with 21 features, and a dependent churn
variable with two values: Yes/No. Some features consist of data about the number of
customers’ messages and voicemail. The author used “PCA” (the principal component
analysis algorithm) to decrease data sizes. Tree machine learning algorithms including
Bayes Networks and Neural Networks are used to predict churn factor. AUC is applied
to measure the performance of the algorithms. The AUC values for Bayes Networks is
99.10%, for Neural networks is 99.55%. The dataset is small and there is no missing
values in this study.

Makhtar et al. (2017) presented a telecom customer churn prediction model using
rough set theory. The authors mentioned that, compared with other algorithms such as
Decision Tree (DT), Linear Regression (LR), rough set classification algorithm achieves
better predictive performance. Nevertheless, most approaches only focus on predicting
customer churn with higher accuracy, very few approaches investigated the intuitiveness
and understandability of a churn prediction system to recognize the customer churn rea-
son (Bock and Poel 2012). However, (Idris et al. 2017) presented an advanced churn
prediction method based on genetic programming (GP)’s strong searching ability sup-
ported byAdaBoost,which can recognize the factors leading to telecomcustomer’s churn
behavior. This study aims to apply the searching and learning ability of GP-AdaBoost
method to design an intuitive and effective telecom customer churn prediction system.

4 Research Methodology

This study conducts a literature review on customer churn prediction. Therefore, the
first task is to collect relevant literature on the domain being analyzed for building a
comprehensive body of knowledge (Moro et al. 2020). The reason for this is to iden-
tify the research gap and see where this research may contribute to existing body of
knowledge. Google Scholar is one of the most popular search engines to search aca-
demic articles and publications (Harzing 2013). The following search query: “Telecom”
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OR “Customer churn forecast” OR “Data mining” OR “machine learning” was chosen
for querying its database for articles. The filters used included setting the timeframe
period for publications/articles from 2010 up to the present and keeping out patents. The
number of hits is 17,800, and the 40 most relevant articles published in journals were
gathered for a deeper analysis with roots on the famous Google’s search engine. Only
articles/publications from experiments using data-driven approaches for customer churn
forecasting, for example, empirical analyzes based on real data were considered. Each
of the articles was checked carefully for investigating what method was used for data
analysis, what was the timeframe and from which country were the data come. These
three dimensions made up the three key element for the critical analysis and comparative
analysis of the literature gathered. The study aspires to better understand the inherent
laws of the telecom market business and obtain a control method for telecom customer
management risk.

5 Results

The 40 articles gathered were published in a total of 30 different journals (Table 1 shows
those from which more than one article was selected), corresponding to 11 different
publishers (Table 2 for those publishers with more than one article selected). Such
numbers prove that telecom forecasting is not totally limited to specific telecom literature,
even though telecomgets the largest share,with 68 per cent of articles; on the contrary, the
investigations found a bigger range of sciences, with a special emphasis on bank, energy
and online social network literature (Table 3). The fact that big data in telecom industry
are currently helpful for discovering using cutting edge information technologies makes
it an interesting subject for empirical investigations to evaluate novel data modeling
approaches and applications (Mikalef et al. 2019). Even so, it is a leading telecom
journal such as Expert SystemswithApplications that accommodates the highest number
of publications focusing on telecom forecasting. From the perspective of the publisher,
Elsevier and ieeexplore.ieee.org are currently the two publishers clearly ahead in telecom
forecasting journal article publications. Based on the 40 articles analyzed, three main
aspects were analyzed:

(1) the main goal and outcome of each study;
(2) the dataset (from where the data were extracted and data volume); and
(3) the techniques adopted.

Since all the articles present empirical data-driven experiments, it is interesting to
understand from which years are the data gathered for the experiments to evaluate if the
periods are recent enough. It shows that most of the articles perform experiments based
on data from the yearly 2011’s, with few articles before 2010. One of the key dimen-
sions of data-driven knowledge discovery is the recency of data, especially considering
that telecom customers’ behavior changes over the years. Therefore, using recent data
decreases the risk of negatively influencing models built on these data for forecasting
telecom business demand.

In additional, artificial intelligence techniques such as SVM (adopted 10 times) and
NN (applied for 4 times) appear now as the dominant method, It would be attractive to
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observe what future reserves for artificial intelligence applications to telecom customer
churn forecasting.

Table 1. Journals from which more than one article was selected

Journal No. of articles

Expert systems with Applications 10

IEEE Transactions on Industrial 4

European Journal of operational research 3

Decision support systems 2

Neurocomputing 2

Table 2. Publishers from which more than one article was selected

Publisher No. of articles

Elsevier 26

ieeexplore.ieee.org 6

Springer 3

researchgate.net 2

Citeseer 1

arxiv.org 1

Table 3. Research domain from journals from which articles were selected

Research domain No. of articles

Telecom 28

Banking 1

Energy 1

Financial Service 1

Online Social Network 1

Newspaper 1

Online Gambling 1

6 Conclusions

Forecasting telecom customer churn is a quite old problemwhere many researchers have
focused on. However, since the telecom industry is under pressure for predicting future
demand and if customer will churn of not, so it is one of the most important problems.
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The present investigation is designed to provide a very recent literature review on
data-based empirical researches for forecasting customer churn. Through providing a
summary of the literature covering 40 relevant publications mostly after 2010 up to
June 2019, thus a very recent timeframe. The present article offers a review on the most
recent trends in this domain, focusing on what the future holds regarding customer churn
prediction and trying to find the research gap.

The findings show that decision tree (DT), support vector machines (SVM) and
LogisticRegression (LR) are the threemost popular and usefulmethod.Besides, artificial
intelligence techniques are already demonstrating a significant use in what concerns to
predicting customers’ behavior. Especially, artificial NN are outstandingly recognized
as a competent prediction method. In additional, the literature found is not limited to
telecom journals, verifying that telecom themes are also of interest for a larger range of
social sciences (e.g. Banking) and that telecom data comprises an important asset for
evaluating novel for prediction modeling technologies. Based on the result of this study
above described, a customer churn model to predict whether the telecom customer will
be lost or retainedwill be establish. Themodelwill combine datamining technologywith
the rich data resources of the telecom industry and the latest Marketing theories, which
will not only maximize customer acceptance of telecom package within a manageable
risk range, but also help increase the company’s business volume and revenue. It would
also be attractive to study that which trends will emerge on customer churn prediction
in the future.
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Abstract. Padding is a process used for the border treatment of data before
the convolution operation in Convolutional Neural Networks. This study pro-
poses a new type of padding designated by roll padding, which is conceived for
multivariate time series analysis when using convolutional layers. The Human
Activity Recognition raw time distributed dataset is used to train, test and com-
pare four Deep Learning architectures: Long Short-TermMemory, Convolutional
Neural Networks with and without roll padding, and WaveNet with roll padding.
Two main findings are obtained: on the one hand, the inclusion of roll padding
improves the accuracy of the basic standard Convolutional Neural Network and,
on the other hand, WaveNet extended with roll padding provides the best perfor-
mance result.

Keywords: HAR · WaveNet · Padding · Time series · Classification · Deep
learning

1 Introduction

This article concerns the implementation of a roll padding technique in Convolutional
Neural Networks (CNN) and variant models such as the WaveNet targeting the anal-
ysis of Multivariate Time Series (MTS). A time series, by definition, is a continuous
sequence of observations taken repeatedly over time normally with equidistant inter-
vals. The relationship between past and future observations can be stochastic, which
implies that the conditional probability distribution of a vector of inputs x ∈ R

n as a
function of past observations is given by:

P (xt+d|xt, xt−1, . . . ) = f(xt, xt−1, . . . )

In some MTS studies, train and test datasets are composed by observations (i.e.,
examples) of independent time series segments with available time distributed informa-
tion such that changes in the context across examples can be easily observed. Although
the Long Short-Term Memory (LSTM) [1], which is a particular type of Recurrent
Neural Network (RNN) model, is more suitable for segmented MTS problems from a
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theoretical point of view, CNN have gained popularity to analyze these specific prob-
lems, which suggests that using Deep Learning (DL) models with memory cells to track
information between examples may be neglected in time series that exhibit either fre-
quent or periodic changes of context.

A remarkable example that reflects this trend is the WaveNet model from Google
DeepMind [2], which was initially applied to audio signal generation. One important
component to accomplish the predictive task is the WaveNet sound classifier, which
is based on uni-dimensional convolutional layers. By considering it as the base archi-
tecture for the case study under analysis, the present research extends the WaveNet
component to become fully functional with bi-dimensional inputs (i.e., time steps ×
variables).

Padding is a relevant method used in convolution operations because it ensures that
the border treatment of the input space is preprocessed by a convolution kernel to retain
as much original and meaningful information as possible at the output level. This study
presents a new padding method to be incorporated in CNN and variant models such as
the WaveNet to understand whether their performance can be improved in the context
of MTS problems.

The key idea behind the inclusion of roll padding is to ensure that the variables
dimension of the input feature map is properly interconnected by the bi-dimensional
convolution kernel. This innovation constitutes an alternative to standard padding meth-
ods that fill the bi-dimensional convolution kernel with zeros at the boundaries level,
which increases the likelihood of loosing valuable information.

The main results are summarized as follows. First, the incorporation of roll padding
has a positive impact on the accuracy of a CNN model used for the MTS classification
task. Second, the WaveNet extended with roll padding provides the best performance
result. The rest of the study is organized as follows. Section 2 presents the case study.
Section 3 describes convolution and padding operations in detail. Section 4 presents DL
architectures and the inclusion of roll padding. Results and conclusions are clarified in
Sect. 5.

2 Case Study

The Human Activity Recognition (HAR) dataset from the University of California
Irvine (UCI) Machine Learning repository is used to train, test and compare our
methodology. This is a well-known and competitive dataset focused on smartphone
data, which contains 3-axial gravitational acceleration, 3-axial body acceleration and 3-
axial body gyroscope readings captured at a constant rate 50Hz, totalizing 9 variables
over 128 time steps. Readings were taken from 30 volunteers holding a smartphone to
record six different types of activities: walking, walking upstairs, walking downstairs,
sitting, standing, and laying. Overall, the UCI HAR dataset consists of 10 299 examples.

It is important to highlight that the UCI repository provides the separation of data
into train and test datasets. The training set contains 7352 examples, while the testing
set has 2947 examples. This working setup is referred to as 21-9, which means that 21
subjects are used for training and 9 subjects are used for testing. Models of this type of
working setup are said to fall into the category of impersonal models [3]. As clarified
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in Table 1, another relevant point is the number of examples per class. Any unbiased
comparison of test results between different studies requires a persistent consistency on
the adoption of these values.

Table 1. Number of examples per class in the train and test HAR dataset provided by UCI.

Walking Upstairs Downstairs Sitting Standing Laying

Test set 496 471 420 491 532 537

Train set 1226 1073 986 1286 1374 1407

In addition to the Raw Time Distributed (RTD) dataset, UCI also provides a Feature
Engineered (FE) dataset that transforms the RTD data into 561 non-temporal features
(e.g., average, max, min, etc.). Since the FE dataset maintains the order and number of
examples equal to the RTD dataset, the performance of models that use the FE dataset
can be compared to the performance of models that use the original RTD dataset.

Table 2.Most relevant studies using the UCI HAR dataset with 21-9 working setup.

Study Method UCI HAR Dataset Type ACC (%)

[4] OVO SVM Ensembling Voting FE 96.40

[5] Multiclass SVM FE 96.37

[6] Kernel variant of LVQ FE 96.23

[7] tFFT + CNN RTD 95.75

[8] DFT + CNN RTD 95.18

Table 2 summarizes test results of some prominent studies. [4] proposes a One-vs-
One (OVO) multi-classification Support Vector Machine (SVM) with a linear kernel for
the classification task. The method uses majority voting to find the most likely activity
for each test sample from an arrangement of 15 binary classifiers. [5] introduces the
HAR dataset and obtain results exploiting a multi-classification SVM. [6] employs a
sparse kernelized matrix Learning Vector Quantization (LVQ) model. Their method
is a variant of LVQ in which a metric adaptation with only one prototype vector for
each class is defined. [7] presents a tFFT + CNN model that uses the temporal fast
Fourier transform concept from [9] to process information that subsequently feeds a
CNN. Similarly, [8] applies a bi-dimensional Discrete Fourier Transform (DFT) to the
MTS raw inputs followed by the use of a CNN.

The best result in the Kaggle competition was 98.01% in the private dataset (i.e.,
internal dataset used for the final ranking of competitors) and 97.18% in the public test
dataset (i.e., the one used by competitors for testing and development). However, results
from these highly problem-dependent architectures are not comparable with results
from studies presented in Table 2 since the train and test partition of public and pri-
vate datasets is not equal to the original 21-9 working setup.
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Similar concern is applied to [10] reporting an accuracy of 97.63% because it is
not clear the type of partition considered by the author. After running the available
code in his GitHub repository, we not only observe that the test dataset contains an
excessive number of examples, namely 2993, but also the number of examples per class
is different from the canonical UCI partition. Other works with variants of this dataset
include [11–13]. As such, based on Table 2, we consider the current state-of-the-art
accuracy, for studies that maintain the original UCI 21-9 working setup unchanged,
stands at 96.40%.

3 Convolution and Padding

3.1 Convolution

CNN architectures are accurately examined in [14]. Let us consider a bi-dimensional
input feature map xl in the layer l of size (H,W ), where W is the width and H the
height of the feature map, and a stride S of (1, 1). The simple mathematical formaliza-
tion for the computation of a convolutional layer l to obtain the output feature map yl

with kernel K of size (kH , kW ) is expressed as:

yl = φ(
H−kH∑

i=0

W−kW∑

j=0

K · xl
i,j) (1)

where φ is the activation function. This equation represents the application of kernel K
in the input map x at coordinates i, j. A bias term b is normally added to yl

i,j , which is
omitted for the sake of a clearer presentation. An example of this computation without
applying the activation function considering:

xl =

[
1 1 1 0
0 1 1 1
0 0 1 1
0 0 1 1

]
,K =

[
1 0 1
0 1 0
1 0 1

]

and S = (1, 1) is given by:

⎡

⎢⎣

1×1 1×0 1×1 0

0×0 1×1 1×0 1

0×1 0×0 1×1 1

0 0 1 1

⎤

⎥⎦ ⇒
[

4 . . .
. . . . . .

]
,

⎡

⎢⎣

1 1×1 1×0 0×1

0 1×0 1×1 1×0

0 0×1 1×0 1×1

0 0 1 1

⎤

⎥⎦ ⇒
[

4 3
. . . . . .

]

⎡

⎢⎣

1 1 1 0

0×1 1×0 1×1 1

0×0 0×1 1×0 1

0×1 0×0 1×1 1

⎤

⎥⎦ ⇒
[

4 3

2 . . .

]
,

⎡

⎢⎣

1 1 1 0

0 1×1 1×0 1×1

0 0×0 1×1 1×0

0 0×1 1×0 1×1

⎤

⎥⎦ ⇒
[
4 3

2 4

]

One observes that the output is smaller than the input when the convolution kernel
is larger than (1, 1). If the input has size (H,W ) and the kernel has size (kH , kW ), then
the convolution outcome has size (H − kH + 1,W − kW + 1), which is smaller than
the original input. Usually, this is not a concern for inputs with large dimension (i.e.,
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images) and small filter size. However, it can constitute a problem for inputs with small
dimension or for a high number of staked convolutional layers. As such, the practical
effect of large filter sizes and very deep CNN on the size of the resulting feature map
entails the potential loss of information such that the model can simply run out of the
data upon which it operates. The padding operation is conceived to tackle this concern.

3.2 Traditional Padding Methods

The standard procedure to avoid the border effect problem consists in applying same
padding (i.e., inclusion of zeros outside the input map). For every channel of the bi-
dimensional input x, we insert zeros kH−1

2 rows above the first row and kH

2 rows below
the last row, and kW −1

2 columns to the left of the first column and kW

2 columns to the
right of the last column. The convolution output size will be (H,W ), thus, having the
same extent of the input.

Note, however, that if the goal of research is to analyze a MTS problem, the bi-
dimensional input feature map has a relatively small size in the variables dimension
compared to image processing problems. Therefore, the inclusion of zeros through the
same padding method implies a weaker learning capability since the learned kernel is
affected by the dot product operation with the included zeros, which has the potential
to promote erroneous generalizations. Other padding methods are commonly used in
image processing [15]. As exemplified in Table 3, these make use of the information in
the input x to fill in the borders.

Table 3. Padding examples of size 4 for uni-dimensional input.

Example of padded info
Method Pad Input Pad

Valid (None) a b c d e f
Same (Zero) 0 0 0 0 a b c d e f 0 0 0 0

Reflect (Mirror) d c b a a b c d e f f e d c
Reflect101 e d c b a b c d e f e d c b
Constant n n n n n a b c d e f n n n n
Tile 2 a b a b a b c d e f e f e f

Causal (Zero Left) 0 0 0 0 a b c d e f
Wrap

3.3 Roll Padding

Roll padding is an extension of wrap padding that is conceived for MTS problems.
Wrap copies information from opposite sides of the image, effectively mapping the
image into a torus. This operation corresponds to four copies of information under a bi-
dimensional input: wrapped rows (columns) above the top (on the left) of the input are a
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copy of bottom rows (right columns), respectively and reciprocally. Although wrapping
is not typically useful for natural images, it is appropriate for computed images such
as Fourier transforms and polar coordinate transforms where pixels in opposite borders
are computationally adjacent.

As observed in Fig. 1, similar to wrap padding, roll padding copies information from
opposite sides in the MTS input 2D feature map that consists of time steps × variables,
but only in one dimension: the variables dimension. In turn, the time steps dimension
remains without padding (i.e., valid padding), from which one obtains a cylinder instead
of a torus.

The reduction of the time steps dimension after several convolutions is not a source
of concern due to the presence of a high number of time steps in MTS problems. Never-
theless, as clarified in Fig. 2 and Subsect. 4.1, roll padding can be combined with other
padding methods applied to the time steps dimension (e.g., causal).

Fig. 1. Roll padding scheme in MTS analysis.

4 Tested Architectures

Four DL architectures are used based on:

1. Staked 3 LSTM layers;
2. CNN, LeNet-5 based, using same padding;
3. CNN, LeNet-5 based, using roll padding;
4. WaveNet with convolutional 2D layers using causal and roll padding.

The first architecture serves as the baseline. The second and third ones highlight
the potential of roll padding in CNN. The last proposal emphasizes how roll padding is
introduced in the WaveNet to obtain bi-dimensional input data in the context of MTS
problems.

The LSTM [1] network considered in this study is constituted by four layers, three
of which use bidirectional LSTM plus a dense layer with softmax activation for clas-
sification. The skeleton of both CNN is derived from the basic LeNet [16]. They are
constituted by two bi-dimensional convolutional layers, two dense layers with Recti-
fied Linear Unit (ReLU) and output dense layer with softmax. Both CNN use the same
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hyperparameters, so that the only difference is the type of padding method adopted. This
allows to infer implications of roll padding at the performance level. For the CNNwhere
roll padding is introduced, valid padding is used for the time steps dimension, while roll
padding is considered for the variables dimension. At this point, it is important to high-
light that the error function considered in this study is the categorical cross-entropy and
accuracy is the metric used to compare performances.

4.1 WaveNet with Roll Padding

A key point in the standard WaveNet is the use of causal padding before convolutions
to ensure that the order of data is not violated. The prediction P (xt+1|xt, xt−1, . . . )
generated by the model at time step t + 1 cannot depend on future time steps. For
uni-dimensional data such as audio signal, the causal convolution is implemented by
shifting the input a few time steps behind. Since models with causal convolutions are
absent of recurrent connections, they are typically faster to train than RNN. A problem
of causal convolutions is that they require either many layers or large filters to increase
the receptive field [2].

Fig. 2. Combination of causal and roll padding scheme in MTS analysis.

In the first two left subplots of Fig. 2, one can observe the output difference between
resorting or not to the use of causal padding in convolutions. Although being trans-
formed, causal padding allows to preserve the time steps of past information for the
next layer. Formally, this requires that the number of zeros added before the begin of
the sequence is given by kH − 1.

Another important characteristic of the WaveNet model is the use of dilated convo-
lutions to gradually increase the receptive field. A dilated convolution is a convolution
where the filter K is applied over an area larger than its length kH by skipping input
values with a certain step. Hence, it is equivalent to a convolution with a larger fil-
ter derived from the original filter by dilating it with zeros. As a result, when using a
dilation rate dr (i.e., for dr > 1), the causal padding has size given by dr × (kH − 1).

Last but not least, the residual block [17] is the heart of a WaveNet. It is consti-
tuted by two convolutional layers, one using sigmoid activation and other using tanh
activation, which are multiplied. Then, inside the block, the result is passed through
into another convolution with kH = 1 and dr = 1 in the time steps dimension. Nor-
mally, this allows to downsample input channels and control the number of feature



Roll Padding WaveNet for MTS in HAR 245

maps, thereby justifying why this technique is often referred to as a projection oper-
ation or channel pooling layer. Both residual and parameterized skip connections are
used throughout the network to speed up convergence and enable the training of deeper
models. This block is executed a given number of times in the depth of the network,
with N = {1, ..., depth}. The dilatation dr increases exponentially according to the
formula dr = (kH)N .

Fig. 3. WaveNet architecture for MTS classification, using 2D convolutions with causal padding
in the time steps dimension and roll padding in the variables dimension.

Figure 3 shows the extended WaveNet working with a bi-dimensional input map.
The architecture maintains the standard WaveNet processing in the time steps dimen-
sion by using causal padding, while roll padding is introduced in the variables dimen-
sion. The combination of both padding methods is clarified in the last two right sub-
plots of Fig. 2. The use of roll padding is illustrated in the variables dimension, whose
size depends on kW . We establish a roll padding of size kW

2 by copying opposite kW

2
columns information of the input map. For the sake of simplicity, one assumes odd fixed
sizes in kW . No dilation rate is considered in the variables dimension (i.e., dr = 1).

Finally, after adding skip connections, three bi-dimensional convolutional layers are
considered. In this scheme, a stride S = (SH , SW ) with SH > 1 and SW = 1 is used
to downsample only the time steps dimension rather than considering pooling layers.
The last convolution has 6 filters to generate 6 feature maps in which a global average
pooling is applied. In this way, one can directly use softmax in the 6 resulting values for
classification, thereby avoiding the use of dense layers. In summary, the methodology
follows the standard WaveNet philosophy in the time steps dimension, while everything
is processed as normal convolutional layers with roll padding in the variables dimen-
sion.
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5 Results and Conclusions

Figure 4 presents the evolution of accuracy in the train and test datasets as well as the
epoch threshold where the highest accuracy is achieved, which corresponds to the point
where the best model is found.

One observes that the CNN with same padding has a similar evolution to the LSTM.
On average, the CNN with roll padding has a slightly superior accuracy relative to the
previous models both in the train and test datasets. Therefore, the first relevant con-
clusion is the improvement of accuracy with the introduction of roll padding in the
CNN. Moreover, the bi-dimensional WaveNet model with roll padding surpasses all
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Fig. 4. Accuracy evolution during learning process. Doted lines refer to the train dataset, while
solid lines refer to the test dataset.

Table 4. Confusion matrix for the bi-dimensional WaveNet model with roll padding on the HAR
RTD test dataset as originally provided by UCI.
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the alternative options in terms of accuracy. As such, the second relevant conclusion is
that the incorporation of roll padding in the WaveNet allows to achieve the best perfor-
mance result. The accuracy reaches near 100% in some epochs in the training dataset,
which seems to suggest there is some room for some improvement by choosing the right
amount of regularization. Table 4 summarizes results by class of the best DL model.

This study trains, tests and compares the performance of four DL architectures using
the UCI HAR dataset. UCI provides two types of datasets for this case study. Instead
of using the FE dataset, we consider the RTD dataset since our architectures are partic-
ularly conceived for this type of data. All models were tested without any type of data
preprocessing or feature engineering methodology. The WaveNet extended with roll
padding provides an accuracy of 96.47% for this case study, which is greater than the
value reported in [4]. One can conclude that the present analysis constitutes another case
where DL methodologies outperform alternative Machine Learning (ML) and classical
techniques. Interestingly, little or nothing has been made by the specialized literature
to fall into a problem-dependent architecture design, which seems to suggest that we
developed a new architecture with potential for generalization in other types of MTS
problems.
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Abstract. The growth of scientific production, associated with the increase in
the complexity of scientific contents, makes the classification of these contents
highly subjective and subject to misinterpretation. The taxonomy on which this
classification process is based does not follow the scientific areas’ changes. These
classification processes are manually carried out and are therefore subject to mis-
classification. A classification process that allows automation and implements
intelligent algorithms based on Machine Learning algorithms presents a possible
solution to subjectivity in classification. Although it does not solve the inade-
quacy of taxonomy, this work shows this possibility by developing a solution to
this problem. In conclusion, this work proposes a solution to classify scientific
content based on the title, abstract, and keywords through Natural Language Pro-
cessing techniques andMachine Learning algorithms to organize scientific content
in scientific domains.

Keywords: Taxonomy · Machine Learning · Natural Language Processing

1 Introduction

Humans learn to classify things at a very young age. Categorizing fills a need of human
nature, that is, to impose order and find hidden relationships. However, we are not very
good at classifying because we organize empirically, based on intuition or experience. It
is simple to classify a set of ten black and white balls into two classes: black and white.
But as we increase the number of characteristics, so does the complexity of the task.
Classification allows us to understand diversity better.

A Text Classifier is an abstract model, which describes a set of predefined classes
generated from a collection of labeled data or training set. The classifier is used to
correctly classify new texts for which the class label is unknown [1].

Real-world raw data is usually unsuitable for direct use in classifier training, so
some cleaning and preprocessing steps are generally applied before the classification
task. Thus, scientific contents must go through a Natural Language Processing (NLP)
techniques for the data to be ready for classification [2].

Classification in science adds several challenges, some of which can result in biased
models when we try to understand feature like:

• The actual content of the document. It is sometimes classified into an existing class
even when it does not fit in an emerging research field.
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• The person that decides the classification can be either the author, the designated
person who submits the publication, or a committee of peers.

With the increase in publications, the human factor, especially under the pressure of
numbers or information overload, is most likely to make mistakes and fail to identify
correctly and consistently. Humans often prone to errors during analysis or when trying
to establish relationships between multiple features. Machine Learning algorithms can
be applied to solve or mitigate these problems while improving efficiency.

2 Concepts and Subjects

Toprovide a suitable solution to the problemunder study,weneeded to address some con-
cepts and subjects. Regardless of the classification system, the variety ofMachine Learn-
ing (ML) classification techniques is wide and constitutes this core. Thus, in this section,
we will address two: classification systems and how to develop automatic classifiers
based on ML algorithms.

2.1 Classification Systems

As scholarly research becomes increasingly interdisciplinary, an essential purpose for a
classification system is to facilitate multidisciplinary research and information sharing
[3]. Comte [4] proposed a schema of science classification. He argues that the division of
intellectual labor is necessary and that the scientific domains would have to be cultivated
separately. He also stressed that the sciences all belonged to a larger whole and that any
division is artificial.

A classification system should contain, amongst other features [5]:

• Breadth - defined as either a typology or a taxonomy based on classes where the
subjects would be classified or grouped;

• Meaning - supporting the rational use of the selected classification method and classes
should be a philosophical foundation;

• Depth – as close as possible to support the diversity of real-life phenomena;
• Recognizability – must mirror the real world.

To better understand a classification system, we need to understand the concepts of
taxonomy, ontology, and thesaurus [6] finally, how it can be applied to the classification
of science results (for example, articles). For example, taxonomy allows to define groups
of biological organisms based on shared characteristics and to name these groups. Thus,
it groups the organisms in a taxonomic classification; groups of a given class can be
aggregated to form a higher-level supergroup, thus creating a taxonomic hierarchy [7].
A taxonomy typically has some hierarchical relations incorporated in its class classifi-
cations. Thesaurus can be understood as a taxonomy extension: it takes taxonomy as
described above, allowing subjects to be arranged in a hierarchy. Besides, it adds the
ability to enable other statements to bemade about the topics. Both the taxonomy and the
thesaurus can fall into the Knowledge Organization Schemes (KOS) class because they
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provide the set of structured elements to be used for describing and indexing objects,
browsing collections, etc. Ontology, originally from the philosophical domain, has been
given a new definitionwith the development ofArtificial Intelligence as a formal, explicit
specification of a shared conceptualization [8]. They represent the set of objects, prop-
erties, and relationships we can use in a specified domain of knowledge. By defining the
terms and their relationships, ontology encodes a knowledge domain so that a machine
can understand it. The W3C standard for defining ontologies is OWL, a key component
of semantic web technologies [9]. Ontologies are also often interpreted as the classifica-
tion mechanism itself. A controlled vocabulary is a closed collection of terms that have
been explicitly grouped and can be used for classification. It is controlled because the
list is limited, and there is control over who can add terms to the list, when, and how
(Fig. 1).

Fig. 1. Classification categories, adapted from [10]

2.2 Machine Learning

Artificial Intelligence (AI) can be used in Texts and Knowledge Discovery Databases
using NLP techniques. For example, this serves to annotate automatically, and index
texts through text corpora classification, which requires external data support in the
form of ontologies, thesaurus, etc. [11]. However, there are restrictions on applying new
patterns not yet discovered, often in innovative scientific publications [12].

ML aims to provide automated extraction of insights from data. Standard learning
systems (like neural networks or decision trees) operate on input data after they have been
transformed into feature vectors. The data vectors or points can be separated by a surface,
clustered, interpolated, or otherwise analyzed. The resulting hypothesis will then be
applied to test points in the same vector space to make predictions or classifications [13].
This approach loses all the word order information, only retaining the terms’ frequency
in the document by removing non-informative words (stop words) and replacing words
with their stems or stemming [14]. NLP, in its many aspects, is illustrated in Fig. 2. On
the left side are represented the requirements to develop an NLP system. The first big
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challenge is to get enough data as a word dictionary to provide the system with enough
linguistic and semantic knowledge of each possible class in taxonomy to use.

Fig. 2. Aspects of NLP, adapted from [15].

The right side of Fig. 2 represents NLP’s operationalization with the methods, sys-
tems, and tools. The output with structured data can then feed an ML (or other) sys-
tem. We can split natural language understanding at a word level, and concept level
approaches as Syntax-centered NLP and Semantics-based NLP, respectively. NLP has
excellent potential to be used as a preprocessing step on a classification ML or classifier
itself. Recent investigations show that NLP’s use as a pre-processor for neural networks
or in a more advanced fashion Convolutional Neural Networks, with multiple levels
and stages of perceptrons[16], and supported by a Thesaurus and a useful Ontology can
achieve good classification results. There would still be some limitations for the discov-
ery of new classes, though. This preparation of the texts is relevant to apply a Taxonomy
capable of dealing with science’s complexity, i.e., scientific documents present interdis-
ciplinarity of scientific domains. [17]. Thus, the classification of scientific documents
includes an additional complexity factor in applying a scientific taxonomy [15].

3 Application Scenario

The ALGORITMI Research Center is a research unit of the University of Minho, Por-
tugal, that develops R&D activity in Information and Communications Technology and
Electronics (ICT&E) and it is divided into four research fields [18]:

1. Electrical Engineering, Electronics, and Nanotechnology.
2. Operations Research, Statistics, and Numerical Methods.
3. Information Systems, Software, and Multimedia.
4. Communications, Computer Networks, and Pervasive Computing.

ALGORITMI includes 9 R&D groups, divided into 14 R&D domains, the number
of integrated researchers at Algorithm Center is 102, but the total number of researchers
(integrated and collaborators) are approx. 500.
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We can start to ask if the taxonomy in place can deal with these multidisciplinary
publications. ALGORITMI internally uses a taxonomy equivalent to that adopted by
governmental institutions of science, as one would expect. Which in turn follows a
taxonomy recommended by the OECD, called the Frascati Manual. This taxonomy
suffers from reduced depth levels, tending to generalize more and, therefore, to be
somewhat limiting or reductive, causing an increase in overlap or high aggregation
of domains or subjects.

The scientific publications, produced in ALGORITMI, cover the four research
domains and the 14 existing R&D domains. The increase in the number of coauthors
per publication may or may not belong to different R&D domains, leading to a rise in
publications belonging to various scientific research communities, causing an increase
in publications covering several R&D domains. For example, the scientific article pro-
duced in ALGORITMI “Calado, A., Leite, P., Soares, F., Novais, P., &Arezes, P. (2018).
Design of a Framework to Promote Physical Activity for the Elderly. In International
Conference on Human Systems Engineering and Design: Future Trends and Applica-
tions (pp. 589–594). Springer, Cham.” apparently belongs to the scientific domain linked
toHealth, but the article reports the development of a UI that allows to show and compute
real-time results of the Boccia game. From here, two points are clear:

• Cross-domain research, which shares disciplinary knowledge by investigating a
phenomenon, presents additional complexity to the classification system;

• A classification method requires an increasing effort to maintain consistency to cope
with existing complexity, making existing classification systems unable to allow
correct classifications.

The complexity and dynamics of sciencemake existing taxonomies, which, as a rule,
are static, into inaccurate classification results. To make taxonomies more dynamic, i.e.,
the ability to arise new disciplines through an iterative interdisciplinarity cycle [19].

The problems identified in the Manual Frascati taxonomy were also verified in other
studied taxonomies, e.g., Scopus, Microsoft Academic, CORDIS, among others. Classi-
fication inconsistencies, different approaches, and scalability are some of the additional
problems identified. Therefore, from the results obtained in the taxonomies analysis
process, it was possible to accomplish a Frascati Manual taxonomy adaptation with
major identified problems fixed. This adapted taxonomy consists of 15 scientific knowl-
edge domains and 447 scientific knowledge subdomains and was implemented in the
developed classification system.

4 An Automatic Classifier

The hardware used for this study, namely to training the classification algorithms, was a
CPU Intel(R) Core(TM) i7-7700HQ 2.80 GHz, with 16 GB of RAM and a 250 GB SSD,
and the dataset used in this study contains scientific publications produced by ALGO-
RITMI researchers. In total, there are 2,665 scientific documents created between the
years 2008 and 2017. Of these 2,665 documents, 2,389 are coauthored. All these docu-
ments were classified manually by a librarian by using the Frascati Manual taxonomy.
Therefore, the documentsweremanually reclassified according to the adapted taxonomy.
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Table 1 presents the structure of the dataset. It contains ten fields. The goal is to
classify the fields “knowledge domain” and “knowledge subdomain”, and the training
set includes the previous manual reclassification.

Table 1. ALGORITMI dataset fields.

# Field Sample

1 Author S. Azevedo

2 Publication Systematic Use of Software Development Patterns through a
Multilevel and Multistage Classification

3 Type of publication Book Chapter

4 Knowledge Domain Computer and Information Science

5 Knowledge Subdomain Computer Sciences

6 Date of publication 2011

7 Weblink https://www.scopus.com/record/display.uri?eid =…

8 Coauthors A. Bragança; R. J. Machado, H. Ribeiro

9 Abstract language English

Python programming language is becoming very popular in ML applications. The
justification is because Python includes several ML libraries, and there are packages
ready to use, for instance,Anaconda. It turns out thatwe canfind some top-rated scientific
computing tools, including Deep Learning (DL) virtual environments. Anaconda pro-
vides integrated end-to-end tools to manage libraries, dependencies, and environments
to develop and train ML and DL models and analyze data, including data visualization
tools. Through Anaconda, the Jupyter Notebook served as a virtual Python environment,
and Python 3 kernel (version 3.7.4) was used for this task. Because it provides easy-to-
use APIs for a wide variety of text preprocessing methods, Python’s Natural Language
ToolKit (NLTK) was installed, providing predefined NLP tasks. It is one of the most
used libraries for NLP and computational linguistics. It consists of a suite of program
modules, data sets, and tutorials supporting research and teaching in computational lin-
guistics and NLP. NLTK contains several corpora and includes a small selection of texts
from Project Gutenberg, which provides 25,000 free electronic books. The toolkit Stop-
words Corpus package enables the remotion of redundant repeated words. To do data
analysis, the platform used is Pandas. Pandas provide high-performance, easy-to-use
data structures and data analysis in Python programming language, allowing fast anal-
ysis and data cleaning and preparation. Pandas’ alternative would be Numpy or Scipy,
but Pandas works well with labeled data, hence the root of Pandas name: Panel Data.
Numpy could be more helpful for the numerical data type (Num).

We need to disambiguate the meanings of the sentences by eliminating the punctu-
ation. It introduces noise and adds little value to the analysis capacity based on a text’s
word vectors, which in this study case. The punctuation is removed by running a function
through each character in the sentence and removes it. Removing punctuation from a

https://www.scopus.com/record/display.uri%3Feid
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text makes it unstructured. The tokenization process separates this text into units, such
as phrases or words, by giving structure to a previously unstructured text. For example,
the sentence “Modeling Software Product” is divided into tokens [modeling, software,
product]. This task is useful to prepare the text to be handled by a lexical analyzer, which
is the next step. After the text’s tokenization, we can feed a lexical analyzer to remove
“stop words”. These are generally the most common words used in a given language and
do not add any value to the data. The NLTK contains a list of irrelevant words in English,
so it is necessary to process the text using a lexical analysis function that compares each
word with the items in this list and removes them. The remaining text was properly
tagged using Part-of-Speech tagging and since it still contains several derived words
two approaches can be followed: Stemming, to eliminate words inflected (or sometimes
derived) to the word stem, base, or root form. This is useful for simplifying words in the
text without losing their meaning (except in a semantic analysis, which is not the case);
Lemmatization reduces the words “modelling”, “modelled”, and “modeller” to the root
word, “model”. We find that Stemming’s approach cuts the end of words. In this way,
the words are meaningless as “sourc” or “emiss”. Although the process is fast, it is not
very useful and can reduce the model’s accuracy. On the other hand, the Lemmatiza-
tion approach is based on a dictionary to make a morphological analysis of the word to
determine its root form.

After text processing, the next step is to test a collection of classifiers to assess the
speed and accuracy of each algorithm used. For all the algorithms used, the resulting
models will be built based on vectorization data. A TF-IDF is applied, and the relative
count of each word is stored in a sparse matrix. TF-IDF differs from the standard TF
calculation that counts only the frequency of terms and would give more weight to
longer documents than shorter documents. The IDF calculates the term frequency times
the inverse frequency of the document. For the algorithms training and testing process,
the data was split into two different blocks, the training block having 70% of the total
data and the testing block having the remaining 30%. To the initial data, it has added the
abstract text of the article, extracted from the location “weblink” in the original dataset.
One possible approach for usingML to classify documents could be the author field. In a
scarce dataset, the model is highly biased by the author’s affiliation to a particular school
or domain. Therefore, the author’s names were disregarded as classification features. It
is possible that, with a better dataset, the attributes author and affiliation can be used to
improve the accuracy of the model. Therefore, given the low quantity of data available
and the fact that several potential good features were ignored with the intent not to
influence the model (like author’s name or affiliation), the scores were very promising ,
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with NB and SVM models scoring 80% accuracy. However, the obtained accuracy was
also achieved since the data used to train the algorithms was unbalanced, which resulted
in a biased model. Hence, it was necessary to proceed to the data balancing resorting
to oversampling technics to verify if the models accuracy will improve. After the data
balancing process, were also implemented features to optimize the hyperparameters of
theML algorithms automatically, using the GridSearchCVmodule from the sci-kit learn
library. Therefore it was selected a set of values for each hyperparameter for each ML
algorithm to allow the optimization module to find the optimal set of hyperparameters.

This work used the algorithms: Support Vector Machine (SVM), namely SVC, Lin-
earSVC, and NuSVC; Na|ve Bayes (NB), specifically MultinomialNB, BernoulliNB,
and ComplementNB; and Neural Network (NN) using the MLP classifier. To make the
comparison between algorithms were performed one hundred hyperparameters opti-
mizations for each algorithm. Thus, metrics related to the precision of the algorithms
were collected, namely, the optimization score and elapsed time. Figure 3 presents the
accuracy and optimization score of the used algorithms. Table 2 shows the elapsed
time divided into four columns: the first two columns contain the training time of the
best model achieved and the average training time of the algorithms, and the remain-
ing columns present the average and the total time of the algorithms hyperparameters
optimization.

80.00% 85.00% 90.00% 95.00% 100.00%

MLP

ComplementNB

BernoulliNB

MultinomialNB

NuSVC

LinearSVC

SVC

Worst accuracy Best accuracy Worst optimization score Best optimization score

Fig. 3. Accuracy achieved with the algorithms adopted
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Table 2. Algorithms training and optimization time comparison

Algorithms Best model
training time (s)

Average training
model time (s)

Average
optimization time
(s)

Total optimization
time (m)

SVC 33.51 33.67 135.73 222.66 (≈3.71 h)

LinearSVC 0.07 0.06 28.26 47.42

NuSVC 2.32 2.36 115.38 191.7 (≈3.2 h)

MultinomialNB ≈0.002 ≈0.002 0.69 1.22

BernoulliNB ≈0.003 ≈0.003 0.79 1.39

ComplementNB ≈0.002 ≈0.002 0.80 1.40

MLP 16.98 16.80 484.58 844.36 (≈14 h)

5 Conclusions

The algorithm with the best accuracy result obtained was the LinearSVC algorithm,
belonging to the class of SVM algorithms, with an accuracy of 95.91%. In the class of
NB algorithms, the MultinomialNB algorithm reached an accuracy of 94.12%, and the
MLP algorithm, belonging to the NN algorithms class, got the second-best precision
value in the total set of ML algorithms with 95.70%.

However, the training time is also a relevant factor in the algorithm implementation,
since, ideally, the implemented algorithms should be able to learn continuously. There-
fore, depending on the requirements of the implementation, it necessary to consider if
it is worth it, a higher training time for better accuracy. For example, the training time
of the best accuracy MLP classifier took 16.98 s while to train the best MultinomialNB
classifier took 0.002 s, whichmeans that for an accuracy improvement of 1.58%, the time
needed to train got 8490 times higher. With this low amount of data, the time difference
is already substantial, but with the continuous learning of the algorithms, the training
time could get unbearable.

The training time of the algorithms, to be able to make an automatic classification
with high accuracy, can be long. Still, the time necessary for manual classification of
scientific contents is much more significant and subject to errors. Thus, the need arises
to verify the result of automatic classifications with the result of manual classifications.
Therefore, it was verified whether the “wrong” classifications made by the algorithms
to the test dataset were analyzed to understand if they were wrong or if the scientific
content was manually classified in the wrong way.

AnML text classifier based on supervised learning is highly dependent on the amount
of training data available. The results obtained in this work can improvewith the increase
in the amount of training data, as well as in terms of quality. For example, authors iden-
tification, authors affiliation were not used for this purpose. Another attribute relevant
is the keywords, but it would be useful to use keywords supported on controlled vocab-
ulary from a taxonomy. However, a future automatic classifier tool should validate the
keywords through an ML algorithm to detect emerging areas of knowledge or alert for
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misuse of keywords. To increase the classification accuracy, we propose to editors (con-
ferences and journals) to limit the keywords used in an article to a controlled vocabulary
based on taxonomic classes.

To be explored is also the integration of more complex ontology-based knowl-
edge in classification. The development of more efficient non-associative classification
algorithms that integrate taxonomy information in classifier training and DL’s use, the
more data you give and the more computational time you provide, the better accuracy
classification is obtained.

Finally, there is a need to classify into multiple knowledge domains correctly, and a
classification tool must consider this.
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Abstract. Crowdsourced data streams are continuous flows of data gen-
erated at high rate by users, also known as the crowd. These data streams
are popular and extremely valuable in several domains. This is the case
of tourism, where crowdsourcing platforms rely on tourist and busi-
ness inputs to provide tailored recommendations to future tourists in
real time. The continuous, open and non-curated nature of the crowd-
originated data requires robust data stream mining techniques for on-line
profiling, recommendation and evaluation. The sought techniques need,
not only, to continuously improve profiles and learn models, but also
be transparent, overcome biases, prioritise preferences, and master huge
data volumes; all in real time. This article surveys the state-of-art in this
field, and identifies future research opportunities.

Keywords: Crowdsourced data streams · Data stream mining ·
Profiling · Recommendation · Tourism

1 Introduction

Tourism crowdsourcing platforms have revolutionised both the tourist behaviour
and the tourism industry. Platforms such as AirBnB, Booking or TripAdvisor
are popular online intermediaries between tourism businesses and tourists and,
as a result, continuously accumulate large amounts of data shared by the tourists
about their tourism experiences. They adopt a business model where stakehold-
ers play predefined roles: (i) businesses pay to have their services on display; and
(ii) tourists search for services of interest at no cost and provide feedback on
their customer experience for free. According to Leal et al. (2018) [9], depending
on the main type of data shared by the crowd, crowdsourcing tourism services
can be classified as evaluation-based, map-based, wiki-based, and social network-
based.
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While the processing of crowdsourced data can be performed off-line, using
data mining, or on-line, using data stream mining, this review article addresses
exclusively the challenge of the on-line processing of tourism crowdsourced data.
Specifically, the application of data stream mining techniques to crowd inputs is
more demanding due to real-time and transparency requirements.

This paper surveys existing techniques and recognises the most promising
research trends in tourism crowdsourced data stream recommendation. The
adopted method analyses the tourism data stream mining pipeline to identify
techniques and technologies for real-time predictions driven by the accountabil-
ity, responsibility and transparency design principles. To this end, the review
of the stream-based processing pipeline covers: (i) profiling, (ii) recommenda-
tion, (iii) explanation, (iv) evaluation and (v) support technologies, such as
blockchain or High Performance Computing (HPC). Figure 1 illustrates this app-
roach. Tourism data stream mining is event-driven and implements, in real time,
a profiling, recommendation and evaluation loop. In this context, the continuous
arrival of crowd-originated events triggers, first, the update of the involved profile
and prediction models and, then, the suggestion and evaluation of personalised
self-explainable recommendations.

Fig. 1. Review proposal

The remaining contents of this document details the data stream recommen-
dation status quo, challenges and support technologies (Sect. 2); identifies future
research trends (Sect. 3); and draws the conclusion (Sect. 4).

2 Data Stream Mining

Data stream mining explores methods and algorithms for extracting knowledge
from data streams, which are data sequences occurring continuously and inde-
pendently. By applying learning algorithms to crowdsourced data streams, i.e.,
performing tourism crowdsourced data stream mining, it is possible to predict
the tourist behaviour based on the associated digital footprint. However, due to
the intrinsic dynamic nature of these heterogeneous data streams, they require on
the fly techniques to perform automatic model learning and updating, concept
drift identification and recovery; as well as cope with preference changes over
time, uncurated crowdsourced data and extremely large volumes of data. In this
context, automatic model learning refers to the selection of a suitable predictive
model (or combination of models), whereas concept drift describes unforeseeable
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changes in the underlying distribution of streaming data overtime, which need
to be addressed to prevent poor learning results [18].

Given the natural evolution of user interests over time, data stream rec-
ommendation needs to reflect current rather than outdated interests and,
evaluation-wise, requires specialised evaluation protocols [6] and metrics. Finally,
crowdsourced data are potentially unreliable and accumulate in huge volumes,
dictating the adoption of technologies, which monitor traceability and authen-
ticity, and create the need to perform parallel processing [21].

2.1 Profiling

Entity profiling, i.e., the creation and maintenance of entity models, is central
to generate personalised tourism recommendations. Using crowdsourced tourism
data, it is possible to model the stakeholders according to the corresponding digi-
tal footprint stored in tourism crowsourcing platforms. Resource (item) profiling
can be based on intrinsic characteristics, crowdsourced information and seman-
tic enrichment. Tourist (user) profiles are mainly based on crowdsourced data,
which can be classified as entity-based or feature-based. While entity-based pro-
files are directly associated to tourism resources; feature-based rely on intrinsic
characteristics, e.g., category, location, theme, etc. Based on the contents of
crowdsourced data, the literature identifies further types of profiles.

Rating-based profiles rely on ratings to express, quantitatively, opinions con-
cerning multiple services aspects. In evaluation-based crowdsourcing plat-
forms, users can classify tourism resources using multiple service dimensions.
Leal et al. (2019) [11] provide a survey of single and multiple criteria rating-
based profiles approaches, whereas Nilashi et al. (2015, 2017) [22,23] present
a stream-based multiple criteria approach adopting ensemble techniques.
Recently, Veloso et al. (2018, 2019) [34,36] have used hotel and restaurant
evaluations to create stream-based profiles adopting incremental updating.

Review-based profiles are created from textual reviews. These reviews gener-
ally include qualitative comments and descriptions. In this context, a collec-
tion of reviews, rather than being perceived as static, constitutes an ongoing
stream [29], leading to opinion stream mining.

Context-based profiles use context information, which can be personal context
data, social context data, and context-aware information data [15]. Gomes
et al. (2010) [7] propose a context-aware system with data stream learning
to improve existing drift detection methods by exploiting available context
information. Similarly, Akbar et al. (2015) [1] explore context-aware stream
processing to detect traffic in near real-time.

Quality profiles model tourism entities using quality related parameters. It has
been used mainly to model tourism wiki pages and corresponding publishers.
Wiki publishers originate continuous data streams in the form of content
revisions. However, scant research has been conducted to construct quality-
based profiles employing wiki-based information as data streams. Leal et al.
(2019) [14] use this approach to model the quality of publishers and pages,
using wiki streams of publisher-page-review triplets.
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Popularity profiles use views, clicks and related-data to model the popularity
of tourists and tourism resources. These profiles are frequently used to avoid
the cold start problem in collaborative filtering. Leal et al. [14] rely on a page
view data stream to model wiki publishers and pages in terms of popularity.

Trust and Reputation profiles model reliability. Trust defines the reliabil-
ity of stakeholders based on direct one-to-one relationships. Reputation is
based on third party experiences, i.e., many-to-one relationships. Leal et al.
(2018) [10] propose trust and reputation modelling for stream-based hotel
recommendation, and Leal et al. (2019) [12] employ incremental trust and
reputation models for post-filtering, improving the accuracy of recommenda-
tions in both cases. Recently, Leal et al. (2020) [13] recommended chaining1

trust and reputation models for reliability and explainability purposes.
Hybrid profiles combine multiple types, leading to richer and more refined

profiles and, in principle, to higher quality recommendations. Hybrid-based
profiles are indicated for heterogeneous data environments, which have been
explored using ensembles [25]. However, building hybrid-based profiles from
crowdsourced tourism data streams remains unexplored.

Regardless of the contents or the type of profiling used, crowdsourced data
streams allow the continuous updating of tourism stakeholder profiles.

2.2 Recommendation

Recommendation engines play an important role in the tourism domain, provid-
ing personalised recommendations before a large variety of options. They rely
mostly on data filtering techniques, ranging from pre-recommendation, recom-
mendation and post-recommendation filters. Standard recommendation filtering
techniques include:

Content-based filters match tourists with tourism resources. They create
tourist profiles based on past interactions with the system, and make rec-
ommendations based on the similarity between the content of the tourist and
resource profiles, i.e., regardless of other tourist profiles [17].

Collaborative filters recommend unknown resources to tourists based on other
like-minded tourists, using memory or model based algorithms, and building
profiles based on the crowdsourced data. While memory-based approaches
combine the preferences of neighbours with identical profiles to generate rec-
ommendations, model-based algorithms build models based on the tourist
profile to make predictions. Collaborative filters may implement tourist-based
or resource-based variants by computing the similarity between tourists or
between resources. These techniques have been adapted with success to data
stream recommendation [10,12,23,34,36].

Hybrid filters combine content-based and collaborative counterparts to elimi-
nate frailties and reinforce qualities and, thus, improve the quality of recom-
mendations. Hybrid filters, aggregating multiple mechanisms in parallel, have
been explored by session-based recommendation systems [8,28,30].

1 Storage in a blockchain.
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A priori and a posteriori filtering aims to refine the recommendations reduc-
ing the search space. Pre-recommendation and post-recommendation filters have
been explored mainly using context-based profiles.

Pre-Recommendation filters are applied beforehand to select appropriate
tourist data [40], e.g., weekdays recommendations, business or leisure travels.
They increase recommendation relevance by analysing context-aware data.

Post-Recommendation filters remove or reorder the recommendations gener-
ated by the recommendation filter. In tourism domain, the value-for-money,
the sentiment-value and the pairwise trust have been used, among others, as
post-recommendation filters. Value-for-money confronts the price, the crowd
overall rating and the resource official star rating to establish the crowd-
sourced value for money. The sentiment-value of textual reviews is computed
using sentiment analysis [34,36]. Finally, the pairwise trust and similarity
have been used to reorder the generated predictions [12].

Data stream recommendation enables the continuous updating of the users
and items models and contributes to improve the quality of real-time recom-
mendations. While data stream tourism recommendation has been able to adapt
standard recommendation techniques, mainly collaborative filters, to real-time
processing, it still needs to address:

Concept drifts in collaborative filters can be detected by focusing on the
recency, temporal dynamics or time period partitioning. In stream-based
environments, concept drifts can be identified using window-based monitor-
ing, accuracy-based model monitoring, and ensemble-based methods. Alter-
natively, an incremental adaptive unsupervised learning algorithm for rec-
ommendation systems that uses k-means clustering to detect drifts has been
explored [38]. In the case of stream-based tourism recommendation, concept
drifts has been explored using monitoring accuracy metrics [2,33].

Model learning is mandatory for data stream recommendation. In the tourism
domain, Nilashi et al. (2017) [22] explores automatic model learning by
proposing a hybrid ensemble. Alternatively, Veloso et al. (2018) [33] perform
a controlled exploration of the model search space. Recently, Al-Ghossein
(2019) [2] propose dynamic learning model methods to generate stream-based
context-aware recommendations.

Preference evolution must be monitored in data stream mining contexts to
ensure that recommendations reflect only the current interests of the user.
Matuszyk et al. (2018) [20] identify standard deviation-based user factor fad-
ing as the best forgetting strategy to improve the results of the Biased Reg-
ularised Incremental Simultaneous Matrix Factorisation algorithm. Wang et
al. (2018) [39] describe a probabilistic matrix factorisation model based on
Bayesian personalised ranking to keep relevant long-term user interests.

However, only the works reported in [2,22] address the tourism domain.
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2.3 Explanations

Given the highly influential nature of recommendations, there are growing con-
cerns about the principles behind recommendation algorithms. In this regard,
Dignum (2017) [5] recommends that the development of such algorithms should
be guided by the following design principles: accountability – explain and justify
decisions; responsibility – incorporate human values into technical requirements;
and transparency – describe the decision-making process and how data is used,
collected, and governed. This means that data stream recommendation must
explain and justify the rationale behind all recommendations, increasing the
confidence of the users and the transparency of the system.

An explanation is any additional information which clarifies why a system
arrived at a particular decision. Specifically, in the case of recommendations,
explanations justify why an item has been recommended, adding transparency
and supporting decision making. An explainable and transparent system helps
the user understand whether the output is based on his/her preferences rather
than third party interests. Explanation models can use multiple sources of infor-
mation, ranging from entity-based, feature-based, text-based, visual-based to
social-based. In this regard, Veloso et al. (2019) [35] suggest exploring trust and
reputation profiles to explain recommendations in tourism crowdsourcing plat-
forms while, at the same time, storing these profiles in a blockchain to ensure
authenticity and integrity. This proposal was implemented by Leal et al. (2020)
[16]. They incrementally update and store trust models of the crowd contributors
in the blockchain as smart contracts and, then, use them to derive reputation
models and generate stream-based explainable recommendations.

2.4 Evaluation

Stream-based evaluation has two main components: the evaluation protocol and
the evaluation metrics. An online evaluation protocol has three main constraints:
(i) space, where the available memory is limited; (ii) learning time, when the
time required to learn is equal that the rate of incoming events; and (iii) accuracy
or the capacity of the model capture the data variations. The most used online
evaluation protocol is the prequential protocol [6], which adopts sliding windows
or fading factors to forget less relevant examples. It has three steps: (i) produce
a prediction for an unlabelled instance in the stream; (ii) assess the prediction
error; and (iii) update the model with the most recently observed error.

In terms of evaluation metrics, there are predictive, classification, and sta-
tistical metrics. Prediction metrics describe the accuracy in the accumulation of
predictive errors [31]. In terms of classification metrics, Cremonesi et al. (2010)
[4] present a three-step methodology: (i) generate the predictions of all items
not yet classified by the active user; (ii) select randomly 1000 of these predic-
tions plus the active user real value; and (iii) sort this list of 1001 item values
using the post-filter. Finally, concerning statistical metrics, Souza et al. (2018)
[27] have recently suggested a new evaluation measure (Kappa-Latency), which
takes into account the arrival delay of actual instances. Alternatively, Vinagre
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et al. (2019) [37] propose, for recommendation algorithms, the adoption of the
k-fold validation framework together with McNemar and Wilcoxon signed-rank
statistical tests applied to adaptive-size sliding windows.

2.5 Support Technologies

Real time processing requirements of stream-based recommendation, and the
uncurated nature of crowdsourced data poses infrastructural challenges. This
review highlights two key technologies to address them: blockchain and HPC.

Blockchain is a distributed ledger technology maintained by a peer-to-peer
network of nodes where blocks, containing validated transactions, are sequen-
tially chained through cryptographic hashes. The network validates new
transactions concurrently, using consensus mechanisms. Once validated, they
are committed to a block granting security, authenticity, immutability, and
transparency. Moreover, it ensures end-to-end verification, which can be used
to record data and track sources over time in a trusted manner. Blockchain
has been explored, in stream-based environments, for auditable purposes [26]
and to store tourism smart contracts and transact cryptocurrencies [3,24].

High Performance Computing and, in particular, cloud computing infras-
tructures, underpin the algorithmic analysis of large amounts of data, becom-
ing a de facto pillar of scalable data analytics [32]. In the tourism domain,
Veloso et al. (2018) [34] explores the scalability of crowdsourced data stream
recommendation using HPC.

3 Research Trends

The most relevant research trends in the crowdsourced data stream recommenda-
tion for tourism encompass reliable profiling, automated model learning, includ-
ing the detection of concept drifts, preference evolution, processing transparency
as well as the identification of support technologies that meet the data authentic-
ity and traceability (blockchain) and seamless scalability (HPC) requirements.

Reliable profiling – Crowdsourced data streams are unfiltered and uncurated
by default, meaning that they are exposed to malicious manipulation. This
suggests the need to build reliable models of data contributors, and to trace
data contributions back to contributors themselves. To this end, trust and
reputation profiling approaches has been explored [16,35].

Concept drift detection – On the fly concept drift detection relies on constant
monitoring of relevant metrics and on model learning [2,22,33].

Model learning – The processing of tourism crowdsourced data streams
demands dynamic model learning to continue generating meaningful recom-
mendations over time [2,22,33].

Preference evolution – Stream-based tourism recommendation requires tech-
niques that ignore outdated user preferences [19,39].
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Transparency – Personalised recommendations require the explanation of the
underlying reasoning and data, particularly when they are based on crowd-
sourced data. In this context, trust and reputation models of contributors
have been explored to explain recommendations [16,35].

Blockchain – Crowdsourced data is prone to manipulation. Blockchain provides
data quality control for data authenticity and traceability [16,35].

HPC – Smart tourism produces crowdsourced data at a high rate and volume,
demanding agile mechanisms to profile and filter information in real time and,
consequently, efficient computational infrastructures [34].

4 Conclusion

The research on tourism crowdsourced data stream recommendation presents
multiple algorithmic and technology challenges. On the one hand, the algorith-
mic design needs to address further concept drift identification, crowd reliability,
distributed processing, model learning, preference evolution and transparency.
As shown, these research directions are beginning to be explored, but there is still
a long way to go. On the other hand, the data reliability, pace and volume and
the near real time operation impose extremely demanding requirements for sup-
porting technologies. Nevertheless, blockchain and HPC appear as two promis-
ing pillars. The adoption of blockchain grants data traceability, authenticity and,
when integrated with trust and reputation modelling, provides algorithmic trans-
parency, whereas HPC contributes with a computational infrastructure solution
for the real time performance requirements.
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Abstract. Chinese word segmentation is an important research content
in the field of Natural Language Processing (NLP). In this paper, we
combine the Transformer model to propose the Window Core (W-core)
Transformer for the tasks. In this model, W-core can preprocess sentence
information according to the characteristics of Chinese and incorporate
features extracted by the Transformer model. Experimental results show
that the W-core Transformer model can improve the effect of the original
Transformer model on Chinese word segmentation. Finally, we improve
the performance of W-core Transformer by increasing the number of
encoder layers and oversampling.

Keywords: Transformer · NLP · Chinese word segmentation · W-core

1 Introduction

In NLP, the tasks of word processing include word feature analysis [1,2], new
word recognition [3] and so on. Word segmentation tasks is a very special research
direction, as not all languages need to split their words from sentences. For Chi-
nese, on the one hand, it is different from Indo-European language family such
as English. As we all know English separates each independent word by a space,
while the word structure of Chinese requires readers to combine context and
judge based on experience. On the other hand, for the same Chinese sentence,
different word segmentation forms will bring different semantic results. There-
fore, Chinese word segmentation is very necessary.

Chinese word segmentation is usually used to preprocess Chinese sentences
and extract key information [4]. In recent years, with the rise of neural networks,
neural networks have become more and more widely used in NLP tasks. By using
the word vector space, the neural network can learn the features of the text in
an automatic learning manner. In addition, different types of parameters and
activation functions inside the neural network make it closer to the real way of
human learning, and closer to a complex nonlinear function in theory. Therefore,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 270–280, 2021.
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neural network-based models can do better in NLP tasks compared to traditional
methods.

Traditional NLP models use Convolutional Neural Networks (CNN) and Long
Short-Term Memory (LSTM) [5] for task processing. These two different neural
networks have improved the machine’s ability to analyze natural language in
different degrees and directions. The CNN model can quickly and efficiently
extract the relationship between words in the text, and because of its parallel
design concept, the task is processed very quickly. However, the CNN model
is not ideal for extracting information from long texts. The appearance of the
LSTM model largely solves the problem of long text information loss. The LSTM
model is better at processing long texts. It can record information on a long time
step very well. But because of its linear design structure, the training time of
the model becomes longer. In recent years, everyone was trying to combine the
CNN model with the LSTM model to give play to their respective advantages,
thereby achieving a better neural network model structure such as Sequence to
sequence (Seq2seq) model.

Since the Attention mechanism was proposed, the Seq2seq model with atten-
tion has been improved in each task, so the current Seq2seq model refers to the
model that combines Recurrent Neural Networks (RNN) and Attention. Until
Google proposed a Transformer model to solve the sequence to sequence problem,
replacing LSTM with a full attention structure, and achieved better results in
NLP tasks. In recent years, there are many models using Bidirectional Encoder
Representations from Transformers (BERT) [6,7] to process Chinese word seg-
mentation tasks. This paper is based on Transformer model, proposing W-core
Transformer model.

Our main contributions include

– introduced the W-core layer, and the result is improved without increasing
too much calculation.

– optimized Transformer network for Chinese word segmentation task.
– contrasting the experimental results, put forward relevant optimization ideas

for the Chinese word segmentation task.

2 Related Work

The earliest research on Chinese word segmentation is based on the rule matching
method based on a fixed dictionary. In order to overcome the problem that the
dictionary matching method cannot handle ambiguity words and unregistered
words, in 2003, some researchers proposed to convert Chinese word segmenta-
tion into a sequence labeling task based on character annotation. In 2004, some
researchers used Conditional Random Field (CRF) to solve this problem [8,9].
In 2011, Collobert proposed the use of neural networks to deal with sequence
labeling problems.

There has been a lot of research work in the field of neural networks applied to
Chinese word segmentation tasks. Many researchers have found that adding an
attention mechanism to the original model can easily improve the performance of
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the model. Self-attention mechanism can make generate information interaction
from sequence data in the network computing layer. This information interaction
enables the network computing layer to establish feature connections between
different sequences in the sequence. Compared with CNN, the advantage of the
network using the self-attention mechanism is that it has a stronger ability to
encode the entire sequence. Moreover, the convolution calculation layer and the
self-attention calculation layer can be used simultaneously in the network to
take into account the short-distance information relationship dependence and
the long-distance information relationship dependence. Therefore, we use Trans-
former model based on the self-attention mechanism to process the Chinese word
segmentation task [10,11].

2.1 Encoder in Transformer Model

Like most Seq2seq models, the structure of the Transformer model is also com-
posed of encoder and decoder. Transformer model uses an encoder to extract
sequence features in sentences, and then uses the encoder to combine the fea-
tures of the input sentence to predict the output sentence. For the Chinese word
segmentation task, we need a model to extract the relationship between the
words in the sentence, so the encoder in the Transformer model is selected as
the feature extraction model.

The encoder consists of an Embedding layer, Multi-head self-attention layer
and Position-wise feed-forward networks layer. The model structure of Encoder
is shown in Fig. 1:

Fig. 1. Encoder model structure.

Encoder consists of N identical layers. Layer refers to the unit on the left
side of the above figure. There is an N× on the far left. Each Layer is com-
posed of two sub-layers, called multi-head self-attention mechanism and a fully
connected feed-forward network. Each sub-layer adds residual connection and
normalization, so the output of the sub-layer can be expressed as:

sub-layer-output = LayerNorm(x + SubLayer(x)) (1)

The embedding layer is used to map a single word to a multi-dimensional
word space vector. In this way, the computer can better understand the meaning
of the word. But the self-attentive mechanism has no temporal characteristics.
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Therefore, when dealing with the embedding layer, a location information coding
layer called Positional Encoding was also added. The position coding layer is
generated as Method 2.

Positional embedding is calculated directly with sine and cosine functions of
different frequencies:

PE(pos,2i) = sin(pos/100002i/dmodel)

PE(pos,2i+1) = cos(pos/100002i/dmodel)
(2)

Assuming that model = 512 and sentence length = 50 are used for position
encoding.

After the embedding layer is completed, the generated word vector is passed
into the Multi-head self-attention layer. It is an upgraded Attention layer. The
operation of Attention is as formula (3).

attention-output = Attention(Q,K, V ) (3)

Multi-head attention is to project Q, K, V through h different linear trans-
formations, and finally splice different attention results, as formula (4):

MultiHead(Q,K, V ) = Concat(head1, ..., headh)W o

headi = Attention(QWQ
i ,KWK

i , V WV
i )

(4)

Self-attention is the same as Q, K and V. In addition, the calculation of
attention uses scaled dot-product, as formula (5):

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (5)

Another kind of calculation method with similar complexity, additive atten-
tion, is similar to dot-product when dk is small. When dk is large, it performs
better without scaling. However, the calculation speed of dot product is faster
and the influence of scaling is reduced.

The Position-wise feed-forward networks layer mainly provides nonlinear
transformation in order to ensure that the data format received by each sub-
layer is consistent.

2.2 Window-core Layer

W-core is specially designed according to the characteristics of the Chinese word
segmentation task, which is also the focus of this paper. Words in Chinese are
generally divided into single-word, double-word, three-word, and four-word, and
the most commonly used words in daily life are double-word words. The original
Encoder layer can well deal with the relationship between single-word and single-
word, and infer the word segmentation structure of the sentence through this
relationship [12]. But relatively long words, such as three-word or four-word,
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cannot be well divided. Therefore, we introduced the W-core layer in order to
better discover the relationship of long words in sentences.

W-core’s design idea is similar to the convolution kernel, but its calculation
method is more portable than the convolution operation. Usually a convolutional
layer will be followed by a Max-pooling layer to reduce the amount of data
and extract features. But for the Chinese word segmentation task, the most
important thing is the small distance relationship between specific words. The
TextCNN [13] model will lose a lot of metadata information. And we have used
the efficient feature extraction network in the Transformer model—Encoder, so
here we use the idea of TextCNN to propose the W-core layer. Its calculation
process is shown in Fig. 2.

Fig. 2. W-core with Size 2 , Type ‘max’.

The calculation method used by the W-core layer in Fig. 2 is MAX, and the
window size is 2. Compare the squares of the same color, and take the maximum
value. The operation rule is to compare the data in the window and assign
the maximum value as the final value to the new word vector. The calculation
formula is 6:

Xi,j = MAX(Xi,j ,Xi+1,j , ...,Xi+s−1,j)
Xi,j = AV G(Xi,j ,Xi+1,j , ...,Xi+s−1,j)

(6)

Where i is the word position, j is the word vector dimension, and s is the
window size. AV G is an alternative method type under this circumstance, and
the window size can also be adjusted according to specific tasks.

Another parameter of the W-core layer is padding. If SAME is used, the
shape of the data will not be changed after the operation. When the data is
insufficient, only the data in the window is judged, not by adding data 0. Just
like the last yellow data 7 in Fig. 2, it is not MAX(7, 0), but only data 7 in the
window, so the final value is 7.

3 Proposed Method

Combined with the design idea and purpose of the W-core layer, we designed
and analyzed the following five experimental models.

(1) Encoder: The original encoder layer in the Transformer model. According to
the data configuration in Table 2, the word vectors are directly passed into
the model for training, as show in Fig. 3.
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(2) W-core Encoder: After embedding the words, a W-core layer is used to
extract the features of the data. In this paper, the W-core layer with a
window size of 2 and an extraction method of MAX, as show in Fig. 4.

(3) TextCNN Encoder: Replace the W-core extraction method in the W-core
Encoder with the TextCNN layer, and use this more complex processing
method to make a perfect comparison of the experimental results, as show
in Fig. 5.

(4) W-core TextCNN Encoder: The W-core layer and the TextCNN layer are
used to extract features, and then merged into the Encoder layer for opera-
tion. This model design is mainly used for comparison with the W-core layer
and two Encoder layer networks, as show in Fig. 6.

(5) W-core double Encoder: The Encoder layer is a very efficient and useful
feature extraction layer. Therefore, the W-core layer is used to connect an
Encoder layer, and then the metadata is connected to the Encoder layer. The
result of the operation is integrated to obtain the final word segmentation
result, as show in Fig. 7.

Fig. 3. Encoder model. Fig. 4. W-core Encoder model.

Fig. 5. TextCNN Encoder model. Fig. 6. W-core TextCNN Encoder
model.

Fig. 7. W-core double Encoder model.
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4 Experimental Analysis

4.1 Experimental Data

There are not many experimental corpus data sets for Chinese word segmenta-
tion. This paper selects the PKU data and MSR date of the four corpus data
sets in SIGHAN2005. Table 1 lists the summaries for PKU data and MSR data.

Table 1. Experimental data

Name Train Test Average length

PKU 19056 1944 96

MSR 86924 3985 47

There are two points that need special attention for all Chinese word seg-
mentation data sets including but not limited to the PKU data set and MSR
data set used in the experiments in this article:

– If certain countermeasures are not done in advance, multiple corpus data
should not be directly combined for training. There is no unified standard for
the segmentation basis of these corpus data sets. Training directly together
may cause harm to the model’s word segmentation performance.

– Even in the same data set, sentence segmentation results of similar (or even
the same) contexts may be different. That is, the internal consistency of the
data set itself is not 100%. Therefore, there is an upper limit on the results
of the word segmentation performance test on each data set.

4.2 Model Framework Settings

In order to ensure that the experiment is only used to analyze the effect of
W-core in the model, the unified structure and parameters of the experimental
model are set uniformly.

The first is the parameter setting of the Encoder layer in the Transformer
model, as shown in Table 2.

Table 2. Parameter settings

Parameter Value

The number of bur-layer 4

Word vector length 128

Feed-forward networks layer size 512

Vocab size 6887

Dropout rate 0.1

Learning rate Customized Schedule
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The learning rate Customized Schedule is a function that can dynamically
adjust the learning rate. Its change curve is shown in Fig. 8.

Fig. 8. Learning rate of Customized Schedule.

4.3 Results and Analysis

The model proposed in this paper is trained on PKU data set. F1 is used to
comprehensively judge the performance of the model, P is the accuracy of the
model, and Rough-L R is the calculated recall rate for the sentence result after
word segmentation. The F1 , P and Rough-L R of models on this data set is
shown in Table 3.

Table 3. Experimental results

Model F1 P Rough-L R

Encoder 91.11 91.58 90.20

W-core Encoder 91.27 92.14 90.40

TextCNN Encoder 91.37 91.56 90.62

W-core TextCNN Encoder 90.77 91.03 90.12

W-core double Encoder 91.45 92.38 90.47

As can be seen from Table 3, the best F1 value and the best P value appear
in the W-core double Encoder model, and the best Rough-L R appear in the
TextCNN model. Compared with the Encoder model, after adding the W-core
layer, the three numerical results are improved. It can be seen that by adding
the W-core layer, the performance of the model can be improved to a certain
extent. However, it can see that if only the TextCNN model and the W-core
TextCNN model are compared, its indicators become worse. In general, using
more feature extraction layers can retain information better and achieve better
results. However, the decrease in the effect here is due to the W-core layer
‘highlight’ the information of the two adjacent words, and passing the processed
data directly to TextCNN, which will not get a good and correct relationship
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between words. It can be seen from this that the role of the W-core layer is to
highlight the data relationship in the window. By combining the Encoder layer
based on the Attention mechanism, it can play a better role. If use the CNN
model based on the window mechanism like W-core layer after W-core layer, it
will get worse results.

Fig. 9. Loss value for each model. Fig. 10. Word Segmentation results.

At the same time, in Fig. 9 it give a line chart of the five model loss values.
As can it can see, the loss value (red line) of the W-core TextCNN Encoder
model is the fastest, and is the closest to the data fitting. However, combined
with the F1, P and Rough-L R values, after the W-core layer and the TextCNN
layer, the word features of the data are extracted excessively, resulting in poor
robustness of the model. The W-core Encoder(orange line) model’s loss value
drops faster and fits better than the Encoder model (blue line). The TextCNN
Encoder model(green line) is similar to the W-core double Encoder model(purple
line).

The results of Chinese word segmentation, as shown in Fig. 10. Most mod-
els do not recognize four-word words. The W-core Encoder model and the W-
core double Encoder model have different recognition results of four-word-length
words.

4.4 The Role of W-core

Based on the results and analysis mentioned above, it can deduce that the
role of the W-core layer is to highlight the characteristics of adjacent sequences
and properly ‘highlight’ the original information of the data. This behavior is a
method specially designed for the Chinese word segmentation task and can be
combined with different existing model structures.

During the experiment, it also tested the AV G method in the W-core layer,
which is not as effective as the MAX method in the Chinese word segmentation
task. Because AV G will ‘smooth’ the data, making the features more obscure.
Corresponding to Table 4.
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Table 4. Different method

TYPE F1 P Rough-L R

MAX 91.27 92.14 90.40

AVG 90.92 91.65 90.16

Table 5. Different window

SIZE F1 P Rough-L R

2 91.27 92.14 90.40

3 90.33 90.44 89.11

4 90.13 90.46 89.07

At the same time, different window sizes will also affect the experimental
results. The experimental procedure was tried three windows of 2, 3, and 4.
Only when the window size is 2, the result is the best. This may be related
to the fact that most Chinese words are 2 characters long. Corresponding to
Table 5.

5 Conclusion

This paper mainly describes the design principle of the W-core layer and its effect
in combination with different networks. For the Chinese word segmentation task,
the Transformer model can achieve better results than the traditional RNN
model and CNN model. It analyzed the essential goals of the Chinese word
segmentation task, and proposed a specific optimization layer that can be used
for this task. The experimental results show that, to a certain extent, the W-core
layer can be added to the model structure to optimize the results. But still, there
are many problems that need to be improved in the course of future experiments.
For example, the model combining the W-core layer and the TextCNN layer,
from the perspective of loss value, this model can achieve better experimental
results. But the facts are not satisfactory, and later experiments will try to solve
this problem.

By refining the needs of specific tasks, and then optimizing the model struc-
ture. This is the design idea of this paper. It hopes that on this basis, we can
design a better and more robust model structure for the Chinese word segmen-
tation task.
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Abstract. Today’s networks carry a large amount of data, it is common
for traffic to exceed the capacity of the network links, this event is called
congestion. Therefore, the development of congestion control algorithms
has become a key task in improving the performance of networks. BBR
is a congestion control algorithm that continuously measures bottlenecks
and RTT to establish the size of the congestion window. WBBR is an
algorithm that incorporates a weighting factor to BBR to achieve fair-
ness. The present work proposes an implementation of WBBR in ns-3
and performs a comparative evaluation with BBR since it has not been
done before. The implemented module was validated with the previous
results available in the literature. The results show that WBBR is fairer
than BBR achieving load balancing, without increasing the RTT values.

Keywords: BBR · Computer networks · Congestion control · ns-3 ·
WBBR

1 Introduction

According to the International Telecommunication Union (ITU) currently, more
than half of the world’s population is connected to the internet [8]. The growth
in demand and the number of connected devices increases the probability of
congestion. Congestion occurs because network resources as memory queues in
routers and bandwidth (BW) of the links are limited. Congestion control algo-
rithms (CCAs) are currently a topic of research interest [9]. CCAs often use
packet loss as an indicator of congestion [1]. However, other algorithms propose
other congestion detection mechanisms such as Round-Trip propagation Time
(RTT) values [19].

Traditionally Transmition Control Protocol (TCP) tries to mitigate
congestion using mechanisms like Additive-Increase/Multiplicative-Decrease
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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(AIMD) [7], which decrease network performance. For this reason, CCAs are
developed with various approaches, such as avoiding queue saturation, reduc-
ing packet discarding, and reducing the delay in data transmission [20]. CCAs
can be reactive and proactive. Proactive algorithms, like B-Neck [14], UFA [2],
and s-PERC [10], offer congestion control mechanisms with lower convergence
time than reactive algorithms. However, these algorithms do not guarantee com-
patibility with applications with older TCP versions that are widely imple-
mented up to now [21]. For this reason, in this article, we will focus on reactive
algorithms, specifically Bottleneck Bandwidth and Round-trip propagation time
(BBR) and Weighted BBR (WBBR).

A very important requirement for CCAs are the compatibility with the oper-
ation of TCP [17] and in the literature, we can find several algorithms that satisfy
this requirement, for example wVegas [19], New Reno [7] and BBR [1]. Multi-
path TCP (MPTCP) is an emerging transport protocol that provides resistance
to network failures and improves performance by splitting a data stream into
multiple sub-streams across all available multiple paths [12]. However, [13,22,23]
showed that MPTCP can lead to an injustice with regular TCP flows. For this
reason, within CCAs there is a great variety of algorithms developed for MPTCP
whose main objective is load balancing and fairness. For example, BELIA [22],
which allows congestion control based on the BW estimate. However, these
options focus primarily on fairness without guaranteeing good performance in
most scenarios [13].

BBR achieves congestion control by keeping RTT values low. This character-
istic has led to the proposal of modifications focused on the core of its algorithm
to achieve its adaptability to specific environments [6,11,13,20]. Of special inter-
est is the WBBR [23] algorithm that is applied to a multipath environment and
introduces weight factors to control the convergence rate. A lack in the literature
is the comparative evaluation between BBR and WBBR to determine the level
of improvement that exists.

Simulation is a valid tool for research development since it does not have
the complexity or cost that a real implementation would imply [5]. For CCAs
evaluation, ns-3 [16] is a popular network simulator because it allows adding
dynamism in the input and output of flows and has TCP implementations [3].
In the literature there are several CCAs implementations in ns-3, for example:
Scalable, Vegas, Veno, and Yeah [15], MPTCP [12], and BBR [4]. Finally, our
module is to our knowledge the first implementation of WBBR in ns-3.

In this paper, we presented the design and implementation of WBBR in
ns-3 based on the description available in the literature. It presents a compari-
son between the WBBR algorithm and its predecessor BBR. The results show
WBBR achieves fairness and load balancing for multipath flows.

The rest of this paper is organized as follows. In Sect. 2 we review the con-
gestion control and present the operation of BBR and WBBR. Section 3 gives
the implementation details of our proposed module. In Sect. 4 we describe the
metrics, scenarios and simulation results to compare the performance difference
between BBR and WBBR. Finally, we concluded in Sect. 5.
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Fig. 1. BBR and WBBR operation based on [4,23]

2 Background

The high traffic of today’s networks frequently generates congestion, whose
effects are router queue saturation, packet discarding, and increased data trans-
mission delay. CCAs are used to avoid or mitigate the congestion effects.

BBR is an algorithm developed by members of Google’s “make-tcp-fast”
project. It is based on two fundamental parameters: bottleneck BW and RTT. It
continuously estimates these values, resulting in a distributed congestion control
algorithm that reacts to actual congestion [1].

BBR maintains two windows that allow it to store the last ten values of both
BW and RTT, Then, it selects the highest BW value and the lowest RTT value to
calculate the number of bytes in flight to control the window growth and avoid
the congestion. BBR has four transition states to perform congestion control:
StartUp, Drain, Probe BW and Probe RTT. Figure 1 details the operation of
BBR in each of its states.

WBBR is based on the BBR algorithm and uses the estimation of bottle-
necks for multipath TCP [23]. The state machine used by BBR is maintained in
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Fig. 2. TCP class diagram for ns-3 based on [16]

WBBR, but, it introduces a weighting factor w in Probe BW state to control the
convergence BW of each subflows, see Fig. 1.

To ensure balancing load and fairness, WBBR uses a weighting function
f(wi) = Ci

Aiwi+1 . Where Ci the capacity of the bottleneck link, wi the weight
factor for the ith subflow, xi the BW convergence for the ith subflow, and Ai

depends on the subflows sharing the same bottleneck and is computed with
Ai =

∑N
j=1,j �=i

1
wj

. WBBR complies with the Congestion Equality Principle

by maintaining Ci−xi
Ai
4

=
∑N

i=1 xi. This algorithm has been implemented and

evaluated in MATLAB.

3 Implementation

WBBR algorithm is implemented re-using existing BBR code. A BBR version
was implemented in ns-3.27 by Claypool [4], the code is available in GitHub1.
Figure 2 shows the classes used to CCA implementation in TCP module in ns-3.
The BBR model is based on theses classes. The BBR model includes tcp-bbr.cc,
ttcp-bbr.h, tcp-bbr-state.cc and tcp-bbr-state.h. Additionally, this
implementation uses the following classes: TcpCongestionOps, TcpSocket, Tcp-
SocketBase, TcpSocketState, TcpL4Protocol, TcpRxBuffer, TcpRxBuffer, and
RttEstimator.

In Fig. 1 we showed WBBR has the same states as BBR, Thus, the model
adaptation focuses on the Probe BW state. The proposed adaptation includes a
new method in tcp-bbr.cc to compute w, named getW().

Also, in tcp-bbr.cc the getW() method is added, which includes the Zhu
code adaptation for ns-3 and it will be used in the state machine. In order to keep
the w values between {0,1} and for compatibility with BBR implementation,
w0=0.25 (bbr::PROBE FACTOR) and wu=0.95 (bbr::PACING FACTOR). In line 7
in the method CalcutateW() we replicate the weight-bandwidth model proposed
in [23]. The equations from Sect. 2 are added in the TcpBbr::PktsAcked()
method (Fig. 3).

Finally, in BbrProbeBWState::execute() method of the tcp-bbr-state.cc
file is replaced the value of bbr::PROBE FACTOR and bbr::DRAIN FACTOR by the
value obtained in getW().

1 https://github.com/mark-claypool/bbr.

https://github.com/mark-claypool/bbr
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1 double TcpBbr : : getW() const {
2 Time now = Simulator : : Now( ) ;
3 double w0 = bbr : :PROBEFACTOR;
4 double wU = bbr : :PACING FACTOR;
5 double x ,w,BBP,BTP, xp ,wp ;
6 x = getBW() ;
7 w = CalculateW () ;
8 BTP = (xp−x ) /( ( x∗w)−(xp∗wp) ) ;
9 BBP = (xp∗x∗(wp−w) ) /( ( x∗w)

10 −(xp∗wp) ) ;
11 double bw mp = Sum of BWs;
12 double s t s z = 0 . 1 ;
13 double bw bg = (4∗ (BBP−x ) ) /(BTP) ;
14 i f (bw mp < bw bg ){w = (w0∗w) /(w0+w∗ s t s z ) } ;
15 e l s e i f (bw mp > bw bg ){w = (w0∗w) /(w0−w∗ s t s z ) } ;
16 i f (w < w0){w = w0} ;
17 i f (w >= 1){w = wU} ;
18 re turn w;}

Fig. 3. Algorithm used to calculate w factor based on [23]

For the validation of the proposed module, the scenario available in [23]
is implemented and the results for multipath flow are evaluated. The values
obtained for the given intervals have a desirable behavior similar to the results
in the literature, therefore the functionality of our implementation in ns-3 is
valid.

4 Results

In this section, we present the results obtained from both BBR and WBBR
algorithms.

The metrics used to evaluate the performance of the proposed algorithm are
Throughput, RTT and Gini Coefficient to measure the fairness level.

– Throughput: It is the BW at which each session can transmit data. It is
calculated by dividing the total received bits by the total simulation time. The
utilization is the ratio between the sum of the throughput of each session and
the total BW that can be carried through the whole network.

– RTT: It is the time requires for a data packet to be sent from a source to
a specific destination plus the time it takes for an ACK to be sent back. It
includes propagation delay and processing time.

– Gini coefficient: This metric is a value between 0 and 1, the lower values
being more equitable than the higher ones [18].

There are two network topologies used in the simulations which are specified
in Fig. 4. Topology A, from Zhu et al. [23], has two bottlenecks, and Topology
B has 4 bottlenecks. The simulation parameters are in Table 1.
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(a) Topology A (b) Topology B

Fig. 4. Topologies for scenarios used in simulations

Table 1. Simulation parameters for scenarios

Parameter Scenario 1 Scenario 2 Scenario 3

Topology A B A

Number of nodes 14 16 14

Number of flows 5 4 4

Queue size [packets] 100 100 100

Simulation time [s] 300 50 50

End links capacity [Mbps] 60 60 60

Bottleneck 1 capacity [Mbps] 7.5 3 7.5

Bottleneck 2 capacity [Mbps] 7.5 2 7.5

Bottleneck 3 capacity [Mbps] – 3 –

Bottleneck 4 capacity [Mbps] – 4 –

Scenario 1. It models the dynamism of in/outflows, thus, the flows 1–5 are
active in the interval 50–100, 0–300, 0–250, 0–300, and 150–200 seconds, respec-
tively. The results for this scenario are shown in Fig. 5. As we can see in Fig. 5(a)
flow 3 achieves greater BW using BBR, on the contrary in Fig. 5(b) it is noted
that WBBR controls the growth of this flow to assign more BW to flows 2 and
4. WBBR has a Gini coefficient of 0.0674 for the intervals 50–100 and 150–200
s versus the value of 0.1684 for BBR in the same intervals, thus WBBR is fairer
without significantly reducing network utilization. Additionally, WBBR achieves
to keep RTT levels low, at values similar to those achieved by BBR (see Fig. 5(c)
and Fig. 5(d)).

Analyzing the throughput for the multipath flow, which has two subflows
(Fig. 6), BBR gets the same BW for both subflows. While WBBR in the interval
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Fig. 5. Throughput and RTT of BBR and WBBR in scenario 1
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Fig. 6. Throughput BBR and WBBR for subflows for flow 3 in scenario 1

50–100 s achieves less BW for subflow 1, because flow 1 shares bottleneck 1 with
it, and in the 150–200 s interval subflow 2 has less BW because flow 4 shares the
capacity of bottleneck 2 with it. This shows WBBR performs load balancing.
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Fig. 7. Throughput and RTT of BBR and WBBR in scenario 2

Scenario 2. It aims to evaluate the behavior of the algorithms when there is
more than one multipath flow, thus, flow 1 is singlepath, flows 2 and 3 have
four subflows, and flow 4 has two subflows. It can be seen in Fig. 7(a) BBR gets
more BW for flows 2 and 3 because they have more subflows than flows 1 y 4,
therefore its Gini coefficient is high 0.2159. On the other hand, WBBR balances
the BW of all the flows (Fig. 7(b)) obtaining a Gini coefficient of 0.0556, with
an increase in the total throughput of the network from 9 Mbps to 11.4 Mbps
which is equivalent to 78.3% and 95.8% respectively. Figure 7(c) shows the RTTs
obtained for BBR, the average value is 8.47 s, while, WBBR has an average RTT
of 6.94 s, see Fig. 7(d).

Scenario 3. It is used to evaluate the weight factor impact in the WBBR
performance, thus, all flows are active during the simulation time. WBBR bases
its operation on the value w0, where 0 < w0 < 1. In this scenario, we evaluate
the impact that the selection of w0 has on network utilization. Table 2 shows
the throughput and utilization values for different values of w0. Thus we can
see that when the value of w0 decreases, the use of the network also decreases
because w0 reflects the degree of greed for BW.
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Table 2. Network utilization in scenario 3

Weighting factor Throughput [Mbps] Utilization [%]

w0 = 0.250 14.7 98.6

w0 = 0.125 14.4 96.6

w0 = 0.083 13.9 93.0

5 Conclusions

We presented the congestion problem and some approaches to congestion con-
trol, focusing on the BBR and WBBR algorithms. We described the implemen-
tation of WBBR protocol in network simulator ns-3. Our proposed module was
validated with the results presented in the paper where WBBR was proposed.
Therefore, it can be used as a tool to evaluate the performance of other algo-
rithms or to explain the congestion control and load balancing concepts.

In order to verify the improvements proposed by WBBR about BBR, the
results were compared and discussed. The used metrics were throughput, RTT,
and Gini coefficient. The results show that WBBR achieves a fair allocation of
BW, without increasing the RTT values. Furthermore, since WBBR assigns the
new flows added to the network to the less congested paths, it achieves load
balancing in the whole network.
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Abstract. In addition to being considered as a food pantry by different enti-
ties, such as the FAO, the Colombian agriculture industry represents 6.7% of the
country’s GDP and 7.4% of total exports. This shows a clear inclination towards
agriculture and the urgent demand for technicizing the countryside. Even more
when considering the increase of almost 70% in food production, projected for
2050, to provide food for the people who will inhabit the world. However, even
with government efforts, work in the small-scale Colombian agricultural sector
is rudimentary and traditional. This leads to land degradation and low produc-
tion, which prevents small farmers from competing in national and international
markets on equal terms. This paper proposes a review of the literature using the
DANDELION methodology, focused on the use of IoT in agriculture since this
technology has proven to have interesting results in increasing food production by
optimizing the amount of land, water, and other resources used by the agricultural
sector. Evaluating each of the approaches in the context of good practices in IoT in
agriculture, by comparing the definitions provided by the ITU, FAO, OECD, and
World Bank since they are considered as recognized organizations offering their
respective definitions of good practices both in IoT and in the agricultural sector.
This work establishes a basis for standardizing the development of IoT solutions
in agriculture at the national level and the state of IoT solutions in farming and
several challenges to be solved in small-scale agriculture.

Keywords: Good practices · IoT · Agriculture · Smallholders · Literature review

1 Introduction

Talking about the Internet of Things (IoT) is to recognize the innovative technological
advances focused on making people’s lives simpler on any of their aspects [1]. Rural
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lifestyles are no exception. From farming alternatives, going through the enhancement
of productivity [2], to architectures designed for precision agriculture [3], the inevitable
inclusion of these tools in day-to-day operations is evident by considering that the size
of the IoT market in agriculture. According to the Allied Market Research portal [4],
this market was valued at $16,330 million in 2017. It could reach $48,714 million by
2025, growing at a CAGR of 14.7% from 2018 to 2025.

Nevertheless, the introduction of IoT in Colombia has been a slow process: The sce-
nario for 2018 (18 years after IoT term emerged [1]) revealed that, although 13% of the
companies in the country had adopted these technologies, 56.3% of the entrepreneurs
were unaware of the concept. A strategic plan for 2022 was established, projecting that
50% of the Colombian companies would depend on these technologies in their produc-
tion chains [5]. Despite problems related to food security1, the lack of infrastructure,
and sufficient knowledge about the topic makes it impossible to achieve the established
objectives: Colombia’s first (and only) IoT laboratory ignores innovations focused on the
smallholder farmers [6], which represents a problem when considering that small-scale
agriculture is responsible for 15.8% of employment in Colombia [7].

Based on the current solutions (models, prototypes, applications, and platforms), a
methodology is required to identify IoT practices better suited for the Colombian rural
context, characterized by small plots and low income. For this reason, this research
focuses on defining good IoT practices in agriculture, which will enable the evaluation
of different IoT solutions described in selected papers to provide a review of the current
strategies, trends, challenges, and barriers identified for their implementation.

This document has three segments: first, it presents the methodology used to define
good IoT practices in agriculture, the second introduces a discussion about the findings
from a classification phase, and for the last part, it presents recommendations for future
work related to the findings of this research procedure.

2 Methodology

The research procedure uses a two-stage methodology: (1) developing the concept of
good practices on IoT in agriculture: Using the definitions provided by globally rec-
ognized organizations concerning outstanding IoT practices - from World Bank and
the ITU as references- and agriculture -from OECD, FAO, and World Bank-, identify
the necessary aspects to be considered as a good practice. Then, compare them to find
similarities and differences. Table 1 shows the result of this comparison.

This comparison allows to propose the following definition: “Good practices in IoT
solutions for agriculture are those that satisfy the following criteria:

1. Effective and successful: Refers to the achievement of the objective of the solution
proposed generating a positive impact and reliability concerning the agriculture
development using IoT solutions.

2. Sustainable: Satisfies current requirements without compromising the ability to face
future needs. It can refer to the scalability of the embedded IoT solution in the
agricultural environment.

1 In 2016, Colombia had 43% of its inhabitants in chronic malnutrition [7].
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Table 1. Criteria of definitions of good IoT practices in agriculture

Criteria FAO [1] ITU [2] World Bank-BPA [3] World Bank-IoT [5] OCDE [6]

Effective and successful x x x x x

Sustainable x x x x

Gender sensitive x x x x

Technically possible x x x x

Resulting from a participatory
process

x x x x

Replicable, flexible, and
adaptable

x x x x

Reduction of risks of natural
disasters

x x x

Innovative x x x

Transversality - integrity x x x

Systematization of experiences x x x

Data use x x

3. Gender-sensitive: A solution that benefits a target audience, by understanding the
role of women in agricultural technification2.

4. Technically possible: easy to learn and apply within the community with materials,
instruments, equipment, and human capital available in nearby urban areas.

5. Replicable and adaptable: Has a potential for replication and adaptability to
agricultural environments, and;

6. Reduces the risk of disasters or crises by promoting their mitigation: Referring to
catastrophes related to climate change.”3

For the identification of IoT solutions in agriculture, the DANDELIONmethodology
[8] is used, which employs the benefits of systematic literature review and is comple-
mentedbybibliometric techniques that encourage the approach to scientific research.The
methodological process for scientific article selection employed tools such as Publish or
Perish and VOSViewer, which were used to identify the research context, inclusion and
exclusion criteria, search equation selection (<< architecture AND (IoTOR “Internet of
Things”) AND agriculture>>) and search database selection (private databases: IEEE,
ACM, ScienceDirect, Scopus, Springer Link; and public databases: DIMENSION and
LENS). Figure 1 shows the inclusion and exclusion criteria selection, quality, and study
of articles concerning IoT solutions used in agriculture.

2 According to the 2013 national agricultural census, in rural areas, 60% of peasant women
complete sixth grade, compared to 50% of peasant men who reach fifth grade [21].

3 In 2016, climate change was the principal cause of natural disasters in Colombia [22].
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Fig. 1. DANDELION methodological process for selection of scientific papers

3 Analysis of Results

As a result, eighty-eight papers represent the IoT trends used in agriculture. They are
categorized according to six criteria established as evaluation tools (see Table 2). For this
purpose, each one of the scientific articles was classified according to the information
provided concerning the definition of good IoT practices in agriculture indicated above
related to the project’s objective in the agriculture sector.

Table 2. Categorization of papers by tendency

Label Description Definition Cant

GIP Good IoT practices Documents with relevant information that articulates
the criteria of good practices developed, in addition
to its implementation

7

IPI IoT pilot initiatives Documents containing IoT designs in TRL1 stage 10

IPO Iot practices in another sector Documents with IoT implementations with
significant contributions in agriculture, but not
implemented for the agricultural sector

11

IPN IoT practices not aimed to the project Documents with IoT designs in TRL1-TRL2 stage,
which have been selected for their theoretical and
technical contribution

37

NP IoT relevant information Documents that may contain IoT implementation
and have relevant information on projects related to
ICT in agriculture

6

RGP Reference for the elaboration of good practices Documents with both theoretical and practical
content whose considerations must be implemented
when a IoT solution in agriculture is developed

11

From this classification, given their potential as a reference in the IoT design of
solutions for the agricultural sector, RGP label documents were selected. By developing
analysis in these articles, specific topics were identified that respond to similarity and
difference between them (see Table 3).

Table 4 presents the characterization process performed by the authors. Topics A, B,
C, E, and H are the most developed the selected papers, while embedded systems with
less frequency of appearance, related to IoT solutions in agriculture.
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Table 3. Labels used for the characterization of documents.

Characteristics Label

Contains an architecture related to agriculture A

Contains definitions related to IoT technologies B

Contains information related to sensorics C

Contains information related to embedded systems D

Contains information related to communication technologies E

Contains information related to communication protocols F

Contains information related to IoT implementations in agriculture G

Contains information related to IoT platforms H

Table 4. Characterization of the selected papers

Authors Ref. Characteristics

A B C D E F G H

M. Ayaz, M. Ammad-Uddin, Z. Sharif,
A. Mansour and M. Aggoune

[9] x x x x x x

M. Farooq, S. Riaz, A. Abid, K. Abid,
And M. Naeem

[10] x x x x x x x

M. Abbasi, M. Yaghmaee, And F.
Rahnama

[11] x x x x x x

M. Sheikhalishahi, A. R. Biswas, And T.
Bures

[12] x x x x x x x

A. Triantafyllou, P. Sarigiannidis, And
S. Bibi

[13] x x x x x x x x

J. R. Celestrini, R. N. Rocha, E. B.
Saleme, C. A. S. Santos, J. G. Pereira
Filho, And R. V. Andreão

[14] x x x x x x x x

C. Verdouw, H. Sundmaeker, B.
Tekinerdogan, D. Conzon, And T.
Montanaro

[15] x x x x x x x

K. Yelamarthi, Md. S. Aman, And A.
Abdelgawad

[16] x x x x x x x x

P. Lavanya, And R. Sudha [17] x x x x x x x

M. C. Vuran, A. Salam, R. Wong, And
S. Irmak

[18] x x x x x

H. Cadavid, W. Garzón, A. Pérez, G.
López, C. Mendivelso, And C.
Ramírez

[19] x x x x x x x
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4 Discussion

By performing a co-occurrence analysis based on data text on the selected articles using
VOSViewer, two trends are identified: one focused on the implementation potential of
IoT in the agricultural sector to increase productivity and improve crop and cultivation
processes (red cluster), and another one, the green cluster (which also sets a trend in 2019,
as shown in the overlay visualization map of Fig. 3), that recognizes the difficulties of
implementation. The most common technological topics are cloud computing, generic
reference architecture, smart farming, energy consumption restriction, and important
non-functional (see Fig. 2).

Fig. 2. Trend analysis from eleven selected documents using VOSViewer

Fig. 3. Time-trend analysis from the eleven selected documents using VOSViewer

Table 4 shows the result of an exhaustive analysis of each of the documents, deter-
mining their potential for the development of an IoT solution based on good practices.
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The articles identified are those that contained all the features established in Table 3 to
be the core of the research.

Taking into account the proposed definition of good IoT practices in agriculture,
the authors consider it necessary to focus on the development of frameworks that aim
to guide the process of designing and implementing IoT solutions in agricultural areas
considering the restriction of energy consumption [17], the implementation of a sensor
layer and the redefinition of the network, service and application layers [13] allowing
modularity depending on the system needs [16].

However, the interaction of small farmers and the system is not evident since they are
the primary users of the infrastructure. Although there are documents that are concerned
with the design of low-cost solutions [12, 17] that meet the socio-economic needs of the
population, the use of outdoor devices [10], and the lack of Internet connections in remote
areas [10], these reviews are focused on identifying hardware [11, 18] and software [10,
19] elements that are not sufficiently accessible for developing countries, as well as
other technological elements for which implementation is difficult (for example the use
of IPv6). Also, these architectures (that mostly use the OSI model) do not consider
human factors as a systematized element that allows, through expertise, to aggregate
more information from the soils in the physical layer of the architecture. Therefore,
the human perspective in farmers, technicians, and agricultural engineers, provides the
opportunity to validate the acquired sensor data; or even supply it when sensors lack the
characteristic to provide it [20].

There is also a lack of analysis of interoperability among the different elements
that compose the layer in the architectures proposed by the selected authors, or their
relationship with the set of layers suggested, which may serve as a useful decision-
making tool, especiallywhen the development budget is low so that decisions are entirely
at the discretion of the designer’s expertise.

Finally, some documents identify the importance of apps focused on agriculture [9]
about the possibilities of available IoT solutions [19]. However, no one indicates the
establishment of interfaces or projects focused on encouraging mental models based
on rural communities, or studies conducted about the most effective way to provide
information about the architecture that would allow local people to be able to make
optimal decisions.

5 Conclusions and Future Work

With the gradual implementation of IoT in the agricultural sector, the tendency in aca-
demic circles has focused on developing architectures in agricultural environments that
support their proposed solutions, such as projects aimed at crops monitoring through the
web or mobile platforms, whether in an area that belongs to a small farmer or even a
more industrial environment. However, their incorrect deployment may lead to unfore-
seen difficulties, given the lack of awareness about the needs of a long-neglected sector
such as agriculture (intermittent Internet connection, that becomes non-existent as the
area gets farther away from the urban area, a high percentage of technological illiterates
and deficient public services [19]).

The evaluation of the proposed selected solutions from the perspective of good
practices reveals a series of challenges that need a better understanding to establish viable
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alternatives available to the communities to modernize their farming and production
techniques. This conceptualization formed the basis for the design of an IoT architecture.
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Abstract. Nowadays, we are forced to face off, more than ever before, an expo-
nential growth of tremendous quantities of data necessary to be local or remotely
transferred within cabled or wireless communication networks. We present in this
work a methodology used for a short survey and the main findings following
queries in important scientific databases. As a result of this research in databases,
a sort presentation of achievement related to data rates and optical link, are chrono-
logical presented. The Optical Wireless Communication (OWC), complementary
to the classical wireless transmission technologies into the radiofrequency (RF)
spectrum, consists of Visible Light Communication (VLC), Optical Camera Com-
munication (OCC), Light Fidelity (LiFi), Free Space Optics (FSO) and Infrared
(IR). All these technologies and applications are briefly described here with their
key characteristics. Various implementations of OWC in different areas so far, as
well as the challenges and achievements reached during the last decade of intensive
research, are also addressed in this work.

Keywords: VLC · OCC · LiFi · FSO · IR

1 Introduction

The OWC technologies aim to relieve the overcrowded wireless communication links
in RF domain. The rapidly growth of the number of smart devices with a huge “hunger
for data” as well as the need for greater bandwidth and spectral relief, drove to intensive
research efforts to develop mature, alternative technologies for wireless communica-
tion. The LED’s light that piggybacked data is foreseen to provide ubiquitous wire-
less communication, being a reliable partner to the current RF wireless transmission
technologies.

The LEDs are used, beside illumination, in many electronic devices such as mobile
phone displays, computer monitors, TV screens, advertising billboards, and many kinds
of digital signing displays with the primary function of illumination and/or content’s
visualization. Is forecast that LEDs will replace in few years, the present illumina-
tion systems with bulbs/lamps (incandescent bulbs, fluorescent or halogen lamps) and
become ubiquitous lighting fixtures, for their advantages (long lifetime–up to 50,000 h,
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high colour rendering capability, high energy conversion efficiency, low heat generation,
high tolerance to humidity and high/low temperatures, eco - friendly, mercury free, and
compact size) [1].

Gradually, the electromagnetic (EM) spectrum have been discovered and defined by
scientists, since the 18th century, as it seen in Fig. 1.

Fig. 1. The electromagnetic spectrum discovery timeline

OWC uses wavelengths in IR and the visible light regions of the spectrum. The
visible light region in the EM spectrum starts at 380 nm and ends at 750 nm covering
more than 300 THz [2]. The first milestone for indoor OWC has been set by Gfeller
and Bapst in 1979 who demonstrated an experimental communication at 1 Mbps [3]
data rate. They used the On Off Keying (OOK) modulation at 950 nm wavelength in
IR spectrum. In 1996, using OOK and IR, Marsh and Kahn prove an indoor data rate
transfer of 50 Mbps [4].

The paper is structured in five sections. The first section of the paper presents the
methodology used to perform a broad survey of the OWC’s technologies and appli-
cations, databases and keywords used to search the literature as well as bibliographic
resources found. The second section addresses the of R&D in OWC resulting in promis-
ing perspective regarding increasingly higher data rates and distances of transmission
achieved in OWC links. The third section describes the key characteristics of the OWC’s
technologies and applications developed so far (VLC, OCC, LiFi, FSO and IR) with
their main concepts and applications already implemented. The fourth section provides
a short description of miscellaneous implementations of OWC in different areas, from
indoor positioning systems to mature applications in industry, health, vehicle to vehi-
cle communication, underwater or underground communication. The fifth section sums
up the literature review, discuss the key characteristics with specific limitations to be
mitigated for mature OWC systems as well as further development trends of OWC’s
technologies and applications.
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2 Methodology

Our major aim is to provide a transparent analysis based on the existing research,
describe the OWC’s technologies with their key characteristics and applications devel-
oped so far. Our research methodology addresses three steps [5]. We first planned
the review, then conducted the review and, at the end, we presented the results of
the review. As part of planning step, the research area as well as relevant keywords
related to OWC technologies are identified [6]. The most relevant database, Web of
Science Core Collection has been used with indexes in SCI-EXPANDED, CPCI-S,
BKCI-S and ESCI. Other databases, such as Scopus or IEEE Xplore Digital Library or
sources as ResearchGATE or Google Scholar have also been searched in. Using Web
of Science Core Collection, the search query since 1995 to date, for topic with the
following acronyms, returned unexpected outcomes: OWC 1,572 results, VLC 5,134
results, OCC 2,468 results, Li-Fi 239 results, LiFi 236 results, FSO 4,020 results and
IR 444,644 results. This search has yielded a huge amount of results, most of them
irrelevant for our study. Therefore, the next search strategy was to expand the acronyms
and refer to all words in it and the results (“optical+wireless+communication” 2.173
results, “visible+light+communication” 5,183, “optical+camera+communication” 191
results, “light+fidelity” 246 results, “free+space+optics” 1,933 results and “infra-
red+communication” 400 results), proved to be, most of them, relevant for our
search seeing that engineering electrical and electronics, optics, computer since or
telecommunications are some of the main domains displayed.

Considering both the IEEE 802.15.7 standardisation of VLC [7], as a mile-
stone for OWC (since the R&D activity worldwide has been notice to be inten-
sive), we resumed the same research conducted above for a limited period time,
since 2011 to date. The results proved to be quite closed to previous findings (“op-
tical+wireless+communication” 1,792 results, “visible+light+communication” 5,067
results, “optical+camera+communication” 190 results, “light+fidelity” 246 results,
“free+space+optics” 1,309 results and “infrared+communication” 154 results), therefore
the research novelty during the last decade of the OWC’s technologies and applications
is obvious.

In order to find the most appropriate works for our goal, we planned to refine our
search and extract relevant papers for the same time (since 2011 to date) using addi-
tional keywords as the search query. LED’s nonlinearity, light dispersion, modulation
bandwidth or data rate enhancement are some of the targeted difficulties to be overcome
for suitable OWC systems, hence we refined our search query using multiple keywords,
wildcards (* $ ?), as well as operators (AND, OR, NOT, NEAR, SAME). For example,
“visible+light+communication” AND “LED* nonlinearity” (145 findings), “Infrared”
AND “data rate” (111), “visible+light+communication” AND “data rate?” (293 find-
ings), “optical wireless communication” AND “application?” (178 findings) (Mbps) OR
(Mb/s) OR (Mbit/s) as well as (Gbps) OR (Gb/s) OR (Gbit/s), “LED key characteristics”
“LED*+VLC” and so on. Finally, 412 articles and proceedings paper resulted, 11 highly
cited, 296 open access in fields as Optics (195), Engineering Electrical Electronic (182)
or Physics Applied (35) to be read and analysed in full. Articles and papers considered in
the end regarding increasingly higher data rates and optical length link, proved to bring
innovation either regarding the transmitter (oTx) and/or receiver (oRx) electrical and/or
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optical modules (PCBs, LEDs and/or PDs), and/or in modulation techniques. Follow-
ing the overview of content findings in line with the research objectives, the OWC’s
technologies and applications (developed so far worldwide) with their main key char-
acteristics and challenges, as well as their main areas of applications in miscellaneous
domains are also addressed in this survey.

3 Data Rates in VLC Optical Wireless Links

Due to fast technological growth and development in optics as the white Light Emis-
sion Diode (WLED), RGB LED, µLED and electronics, the visible domain of the EM
spectrum was for the first time considered by Tanaka et al. to convey data indoor using
a LED with two functions at once: illumination and data communication. The first VLC
system using OOK was thus demonstrated in laboratory, in 2003, at Keio University in
Nakagawa in Japan, with a 400Mbps data rate [8]. Short time after the standard has been
published, in 2011, the Light Fidelity (LiFi or Li-Fi), was coined by professor Harald
Haas at TED Global talk [9]. The obstacle of Mbps has been overpassed in 2012 by
Khalid et al., at 1 Gbps with a single WLED [10]. The highest data rate with longest
transmission distance (over 800 mm) using a RGB LED and a pre-equalization circuit
has been achieved by Huang et al. in 2015. Manousiadis et al., demonstrated, in 2015,
a reliable VLC transmission with a data rate of 2.3 Gbps using GaN µLEDs [11].

Cossu et al. for the first time, in 2015, developed a VLC duplex communication
with a length of more than 1500 mm with four LEDs they achieved 5.6 Gbps downlink
and with one IR LED for uplink with 1.5 Gbps [12]. The 2015 year was a prolific one
for VLC, with a significant number of scientific research published and brilliant ideas.
Using a hybrid post equalizer and a RGBY LED, a data rate of 8 Gbps has been reported
byWang et. al. at the end of the year [13].

Based on the previous research regarding data rate achieved and distance between
LED and PD, at the end of 2016, an imaging Multiple Input Multiple Output (MIMO)
system became available.Hsu et al. built a high speed 3× 3 imagingMIMOVLC system
with 3 WLEDs that reached 1 Gbps data rate at 1-m distance [14]. In March 2017, Islim
et al. (a teamoffifteenUKresearchers) achieved11.95Gbps data rate using 400nmviolet
GaN µLEDs [15]. A record 20.231 Gbps data rate with bidirectional communication
over 1 m with tricolor RGB laser diode (LD) based VLC system supporting signal
re-modulation has been experimentally demonstrated in 2018 [16].

A high data rate reported reached by end ofMarch, 2019 for LEDbasedVLC systems
of 15.73 Gbps over a 1.6 m link was achieved by a team of scientists in University of
Edinburgh, using four LEDs (red, blue, green and yellow) and dichroic mirrors [17].
A VLC system using polarization multiplexing has been demonstrated in 2019 that
achieved a data rate of 40.665 Gbps using RGB LDs, over a 2 m distance [18].

4 OWC’s Various Technologies and Applications

OWC refers to any type of wireless communication based on light as wireless trans-
mission medium. It uses the superior modulation bandwidth of LEDs to convey data
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simultaneously with illumination. Visible Light Communication (VLC), Optical Cam-
era Communication (OCC), Light Fidelity (LiFi), Free Space Optics (FSO) and Infra-
Red (IR) communication are all part of OWC (Fig. 2). OWC is useful in many wireless
communication applications, from millimetres range interconnected within integrated
circuits (ICs) up until outdoor kilometres links [19].

Fig. 2. OWC with its optical range and applications

4.1 VLC

VLC technology refers to an illumination source, a LED embedded into an optical trans-
mitter (oTx) that uses illumination to send data piggybacked by the optical signal. The
optical signal is received by a photodetector (PD), as the “main actor” of the optical
receiver (oRx). The PD converts the optical signal received, into an electrical one, being
furthermore processed by different other modules, in order to become as close as data
sent by oTx. Using ultra-high frequency band, VLC enables extremely fast data trans-
mission [20]. The communication technique used in VLC system is typically referred to
as light IntensityModulation/Direct Detection (IM/DD). The most important challenges
in the VLC links are the limited bandwidth of the LEDs (about 20MHz), their non-linear
behaviour and the multi-path propagation of the light emitted by LED. Key character-
istics of the oTx and oRx refer to the optical spectral response, electrical modulation
bandwidth, light radiation as well as light’s detection patterns, the LED’s optical power,
the PD’s photosensitive area and its noise configuration. The optical wireless channel is
linear, independent of time with an impulse response of a limited duration. Higher data
rates can be achieved with complex modulation schemes with high spectral efficiency
and robustness against the intersymbol interference (ISI) [8].

The PD collects all or part of the desired optical signals together with other optical
signals (from ambient light) known as Additive White Gaussian Noise (AWGN) that
has a negative effect on the communication quality. The ambient light consists on both
natural light (coming from the sun) and different other artificial lights (fluorescent,
incandescent, LEDs or halogen lamps). In front of the PD are usually positioned an
optical filter and/or a non-imaging concentrator. The optical filter aims to decrease the
effect of AWGN produced by ambient light. The optical non-imaging concentrator aims
to acquire as much as possible of the optical signal send, in order to keep the quality of
data received as high as possible, expressed as Bit Error Ratio (BER). Characterization
of a VLC channel is done by its optical Channel Impulse Response (CIR), that is used to
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investigate the channel quality and attempt to attenuate, as much as possible, the effects
of distortions [21].

4.2 OCC

The OCC technology uses the camera function embedded into smart mobile device
(smart phone, tablet) as receiver (oRx). OCC systems depend on the type of image
sensor, the method by which the exposure is made and the light source used. OCC
can be classified based on the two technical considerations: (i) the characteristics of
modulated light, as observed by the human eye; (ii) the demodulation performed by
the camera, as receiver (oRx) [22]. OCC has a lower response than a VLC system,
since it receives data using (instead of PIN or an APD), an image sensor that cannot
recognize high-frequency signals. OCC is preferred, when mobility is important since
smart devices with embedded camera allow fast and easy connection to internet, and,
due to today’s smart devices universality. Most of the Indoor Positioning Systems (IPS)
developed so far, rely on camera with a dedicated software for indoor navigation [23].
In case that different systems of VLC and OCC are used into the same area indoor, they
interfere with each other, since both use the same visible light emitted by LED, that
works as noise at the other’s receiver.

OCC data rate can be improved using the rolling-shutter mechanism of complemen-
tary metal-oxide-semiconductor (CMOS) image sensors [24]. The amount of received
light at the image sensor is controlled by opening and closing of the shutter. The image
sensor receives light only for a limited period of time that is so-called exposure time
(te). The inter-frame gap (IFG) is also important in OCC. The exposure time is inversely
proportional to the frame rate [25]. OCC has also gain importance due to its two impor-
tant main advantages over VLC systems: mobility and worldwide already availability
of smart phones.

4.3 LiFi

LiFi, is a fully networked high speed, full duplex, MIMO wireless communication that
uses the lighting fixture network for communication. Full duplex communication is
possible due to download on visible light and upload on IR spectrum. Multiple mobile
users and wireless handoff from one LiFi access point to another is also possible in early
deployed LiFi systems. Since LiFi allows multiple gigabits transmission, promises to
solve challenges faced by the “spectrum crunch” and 5G wireless technology, due to
its strengths: uniquely more secure, virtually interference free and more reliable than
currently wireless technologies based on RF [26–28]. Although not standardized or fully
developed yet at its entire potential, LiFi technology has already been deployed on the
market in 2018 (as academic evaluation kits, first) and promises to exponentially grow
in the near future. Today, a LiFi system works with arbitrary LED light fixtures being
currently tested in different industries that need high security, such as schools or in
airplanes [8].
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4.4 FSO

The range of FSO link starts from few meters indoor to a few kilometres in outdoor
environments. FSO communication, similar to VLC, covers additionally the IR spectrum
and it does not have an illumination requirement, thus, communication links between
buildings is a good example of a proper application [29]. FSO, from idea to a proper
implementation, also encounter few challenges since additional noises as fog, dust,
rain or snow attenuate the optical signal outdoor. This is the reason why, intensive
research focus on the CIR, improved oTx and oRx components and advanced modu-
lation schemes, improved spectral efficiency of the link, in order to mitigate different
atmospheric weather conditions that negatively affect the entire system [30].

4.5 IR Communication

As in VLC systems, the commonly used modulation technique in IR links is IM/DD.
IM is achieved by changing the bias current of the light source. This change will result
in a varying intensity of optical carrier. At the oRx, the PD (PIN or APD) will detect
the optical power and, producing a photocurrent, converts it back into the electrical
domain. The amount of photocurrent depends on the PD’s surface area, its responsivity,
the strength of electric field and the additional noises. The first IPS applications based
on IR were Olivetti Active Badge system in 92, Xerox ParcTab in 96 and the Cyberguide
project in 97 [31]. Today, IR is widely used in different devices, from TV remote control
to smart security gadgets.

5 Applications and Challenges in OWC

Different domains, where wireless communication is based on radio frequency, are
suitable for OWC implementations as additional or replacement technology in different
outdoor and indoor topologies and scenarios.

TheVLCembedded in IPShas raised academic community attention and early imple-
mentations of different companies worldwide, have been noticed since 2012, mainly
in retail industry and museums. Different types of methods - already applied for IPS
based on RF - are also used in IPS based on VLC and OCC with various techniques:
Received Signal Strengths (RSSs), Angle-of-Arrival (AoA), Time of Arrival (ToA),
Time-Difference-of-Arrival (TDoA), Image, or a combination of these [32].

Themedical area, bothmedical facilities anddevices havehugepotential of numerous
application of the OWC technologies, especially due to the main drawbacks of the
wireless transmission based on RF: interference with medical devices (RM scanners, for
example or implantable devices), lack of security and many concerns related to negative
effects on human health [33–35]. The most fitted application in underground mining is
positioning of personnel with additional data regarding the underground environmental
air quality and even information regarding predictive harmful situations brought with the
support of Augmented Reality (AR) technology and Artificial Neural Networks (ANN)
[36, 37]. The applications in aeronautic industry (airplanes) have frontloaded a bit the
other domains since important R&D projects and investments have been already been
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noticed [8]. Following years of intense R&D with many innovative ideas of various
implementations in automobiles, the automotive industry is also eager to embed this
technology into become well known for both academic community and companies [38].
Underwater OWC research also takes shape with promising results [39].

Important steps, with significant results, for intense R&D efforts, have been done in
the last decade in all OWC technologies and applications. Still, there are some challenges
in front of reliable, high speed and solid ubiquitous wireless optical net-works OWC
network. When we consider the oTx, the LED’s nonlinearity and its limited bandwidth,
and multi-path propagation that constrain the potential of the optical spectrum that
is about 300 GHz (more than 1000 the bandwidth of the entire RF spectrum). The
environment, where the opticalwireless system is intended to be setup, has to be carefully
studied to apply the best suited topology to achieve the optimum CIR, considering the
route mean square delay spread (RMS DS) and the path loss (PL). As for the oRx, the
main issues in IM/DD technique is the detector technology, related to the PD’s sensitivity
situated around−40 dBm. The PD’s sensitivity is proportional to the number of photons
that have to be collected on its active area in order to achieve the targeted signal-to-noise
ratio (SNR). Increasing the PD’s active area is not a solution since it reduces the field
of-view (FoV) according to ´etendue law, and decreases the bandwidth due to the higher
capacitance. Possible solutions are the use angular diversity receivers or segmented
(fly-eye) receivers [40].

6 Conclusions

The last decade, the academic community together with researchers worldwide changed
our everyday living due to astonishing discoveries and achievements with useful applica-
tions in fast and reliable local and remotely wireless communication. Following queries
completed in different relevant scientific databases and sources, a timeline of the world-
wide scientific achievements in OWC’s systems, emphasizing constantly increased data
rates transmitted wireless and distances achieved so far, has been presented in this paper.
A comprehensive description of OWC systems with their various, so far developed
applications and technologies, VLC, OCC, LiFi, FSO and IR have also been addressed.

Due to the scientific discoveries and fast industrial improvements of the components
integrated in the OWC systems, we expect to have, in the coming years, new, reliable
technologies and applications for optical wireless transmission.
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Abstract. As cycling becomes increasingly important in sustainable mobility
policies, there is also an urge for new digital applications and services for urban
cycling. This new generation of cycling applications should be able to connect
cyclists with their local cycling ecosystem, promote cycling, and empower cyclists
to become active agents of urban mobility. In this work, we aim to explore the new
opportunity space of digital tools and applications designed specifically for urban
cycling. We pursue this goal by trying to uncover current practices associated
with digital tools that are already available and also by trying to uncover new
information needs, even those that cyclists are not yet able to fully express. To
explore these topics, we conducted 2 focus group sessions and 10 interviews
with cyclists. The result is a set of design opportunities for the development of
new applications, tools and methods for improving the cycling experience in the
context of urban mobility. We expect this contribution might help to better define
the design space of innovative digital tools for urban cyclists.

Keywords: Digital practices · Cycling · User research

1 Introduction

Cycling is assuming an increasing importance in sustainable mobility policies. Leading
cities and central governments all over the world are making significant investments
to bring cycling, and other micro-mobility modes, to the forefront of their mobility
strategies. This transition is being fueled by a combination of sustainability [1, 2], public
health [3, 4], urban life [5] and economic [6, 7] agendas. It is also happening in a context
of major technology trends and new mobility paradigms, such as shared, electric, and
connected bicycles, which are reshaping our perception of bicycles as a core element of
urban mobility.
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This disruptive change is strongly driven by the increasingly pervasive presence of
digital platforms and mobile applications in cycling systems, which is likely to become
a decisive element for the success of cycling as a modern urban mobility mode. Smart-
phones are already playing a key role in these new connected cycling paradigms, espe-
cially in bike sharing systems. They can be a valuable resource for cyclists, and a plethora
of mobile applications is now available to offer cyclists a diverse set of services. They
explore the huge convenience associated with the immediate availability of advanced
interaction, computation, communication, positioning and sensing capabilities, and their
unique capability to scale deployment of new applications.

However, current applications are mainly conceived for the cyclist as an individual
(e.g., quantified self) and for cycling as a leisure or sports activity (e.g., performance
goals). They do not usually give much consideration to the role of cyclists as agents of
urban mobility, or to the role of cycling as being primarily a mobility mode for reaching
from A to B as safely, smoothly, and efficiently as possible.

Urban cycling calls for a newgeneration of cycling applications and tools, designed to
connect cyclistswith their local cycling ecosystem, promote cycling, provide information
about safe paths, and empower cyclists to contribute to mobility policies, by expressing
their preferences, reporting problems, or simply share their cycling data to feed local
mobility services.Whilemany of the features from current applicationsmay alsomigrate
to urban cycling tools, a design mindset focused on urban cycling would certainly call
for new specific features or redesigned versions of existing ones.

1.1 Objectives

In thiswork,we aim to explore the newopportunity space of digital tools and applications
designed specifically for urban cycling.We pursue this goal through two complementary
paths. The first path explores in more detail what is already available, and the emerg-
ing practices associated with digital tools. This path is particularly relevant to identify
elements that may be appropriated by urban cycling, in their current form or with only
minor adjustments. It may also enable us to identify ways in which people use technol-
ogy that was not primarily designed for that purpose. Such cases may provide alternative
mindsets throughout the design process [8].

The second path is to uncover new information needs, even when cyclists are not
able to fully express them. Some of these are not supported by current tools and might
correspond to the more utilitarian perspectives of cycling as an urban mobility mode.
The result is a set of design opportunities for the development of new applications, tools
and methods for improving the cycling experience in the context of urban mobility.

2 Related Work

In recent years, cycling and other soft mobility modes are being increasingly recognized
as a key element for sustainable mobility policies of the future [9]. At the same time,
bicycle technology has improved significantly and is nowmuchmore capable of offering
quality solutions to different cyclists profiles [10].
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Smartphones are a powerful tool for large-scale data collection [11]. They already
integrate a very vast range of sensors, enabling the collection of substantial data about
people and their movements. Using data provided by urban cyclists through the smart-
phone sensors can enable the generation of collective knowledge to improve the quality
of cycling mobility. BeCity [12] is an example of a mobile application that allows riders
to share their tracks and comments, working as a distributed data collection system.
It also includes the ability to recommend routes, considering factors such as distance,
presence of bike paths and even the attractiveness of those paths. Another example is
the BikeNet, a mobile application that gathers data about the rides to provide cyclists
with a general perspective of their experience and performance. This system is able to
obtain information about the environment and the entire experience along the way, such
as pollution levels, noise and floor condition [13].

Meireles and Ribeiro [14] explored the use of digital platforms and smartphone
applications as behavioral change tools that may help to promote the growth of the
bicycle as a means of transport, especially for mid-sized starter cycling cities. Based on
a survey targeting cyclists, the authors concluded that even though most cyclists (77%)
used at least one cycling application, there is a lack of digital solutions to promote
cycling. This is also suggested by the fact that most respondents used generic cycling
apps such as Strava (39%), mainly to track their daily bicycle trips, and Google Maps
(51%), mainly for navigation. Regarding what could be added to a cycling application
or platform, cyclists referred a compilation of features of already existing solutions, and
their integration into a single platform.

3 Method

To expand our knowledge on the perspective of cyclists regarding digital services, we
conducted two focus groups and ten individual interviews. Next, for each method, the
participants and procedure are described.

3.1 Focus Groups

A total of 10 participants (all men) aged between 24 and 59 years (M = 36.20, SD =
10.82) participated in the focus-group sessions, divided into two groups of 5. Participants
were internally recruited BOSCH employees at Braga, Portugal, and the only criteria to
participate in the focus group was to own and ride a bicycle (n= 9) or a standing scooter
(n = 1). Two cyclists used the bicycle only to commute, 4 used it for leisure and 4 used
in both contexts. For most participants (n = 6), rides usually take less than one hour.

Both focus groups explored: (1) the experience of riding a bicycle and (2) the use
of digital technologies for cycling. On each focus group, there was a moderator and a
note-taker. At the beginning of each session, we explained that the objective of the focus
group was to gather information about the current practices and needs of cyclists and
that there were no right or wrong answers. We explained that the session was going to be
recorded and that all video and audiotapes were confidential and would only be used by
researchers of the project. After that, all participants signed an informed consent. The
moderator started the session following the script. The sessions took 60 to 90 min.
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3.2 Interviews

To gain a deeper insight into the topics, we also conducted interviews with cyclists.
Participants were recruited via LinkedIn and Facebook. A total of 10 participants (7 men
and 3 women) aged between 23 and 53 years (M= 35.70, SD= 8.96) were interviewed.
All except one cyclist used the bicycle to commute, and for those, the rides were usually
short, taking less than one hour.

The interviews were semi-structured and focused on several topics including (1) the
use of digital technologies for cycling, and (2) the ideal mobile application for urban
cyclists. The interviews were online and were image and sound recorded with Zoom
recording tools, for later analysis. To start the interview, participants were asked some
demographic questions, and a verbal consent was made to record the session. After
that, the recording started, and the interview script was followed. The interview took
approximately 40 min.

3.3 Data Analysis

For the focus groups, sessions were transcribed from audio to text and a qualitative
content analysis was implemented, wherematerials with similar meaningwere classified
into categories [15].

For the interviews, the recordings were listened, and detailed notes and partial tran-
scriptions were made. Similarly to the focus groups, the results for each topic in the
interview from all participants were aggregated and summarized. At the end, the results
of the focus groups and interviews were aggregated because they addressed the same
topics and shared the same general objectives. The analyses were conducted using the
qualitative analysis software MAXQDA version 10 [16].

4 Results

The aggregated results of the qualitative analysis of the focus groups and the interviews,
generated the following set of main themes: (1) Current practices in digital tools, wear-
ables, and sensors, (2) Technological difficulties and needs, and (3) Useful features of a
mobile application.

4.1 Current Practices in Digital Tools, Wearables, and Sensors

One of the themes that emerged from the results of both focus groups and interviews was
how cyclists currently use digital tools, wearables, and sensors to support the cycling
activity. Several cyclists reported using mobile applications and forums or websites
(e.g., Reddit, Facebook) related to cycling. The latter are used to search for specific
information, such aswhere to buyor how tomodify a bike, to look for trails or information
regarding some brands, and to share experiences and doubts. The use of apps, however,
is more prevalent and covers more needs. Participants use Strava (to register routes and
activities with several statistics), Garmin and TomTom (GPS or smartwatches connected
to the smartphone), the iPhone Find My app (to share location with family and friends),
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Google Maps (to navigate), and Wikiloc and AllTrails (to save, find, and share trails).
Cyclists also referred using COBI (from BOSCH), Bike Citizens, See.sense, and a local
app to register the routes. Some of these apps are more suitable for leisure purposes,
while others are specifically designed for city riders.

One of the most used applications, Strava, provides several features that cyclists
appreciate: routes for leisure, slope, distance, speed, time, heart rate (when paired with a
bandor smartwatch), calories burned, and effort.Another referred feature is gamification,
which ranks cyclists according to their time in given route segments. Some cyclists like
this competitive feature, while others use it more to challenge themselves by setting
goals for riding distances, number of days per week, etc.

Google maps is another popular app, especially for navigation. Unfortunately, in
most starter cycling cities, including all starter cities in Portugal, Google Maps is not
yet optimized for cyclists. Thus, cyclists select either the “by car” or “by foot” option.
The by-foot view may be more appropriate when riding downtown, and the car option
may be more useful for longer rides. However, some maps do not even identify existing
cycling paths, so sometimes using google maps is more useful to understand distances
and not so much to choose the route:

P14, Female, 29 years-old: “It is more to know where the places are, not so much
to use with the bicycle.”

But how do cyclists follow the route? To learn a new route, cyclists usually try to
memorize it (e.g., take the third turn on the left and then the first turn on the right). When
in doubt, most cyclists prefer to stop to look at the map and then proceed to the route.
Another interesting feature of Google Maps is that it continuously registers the GPS
position, and that position can be shared with a family member. Its main advantage is
that it is not necessary to turn on the app because this position sharing is automatic.

One of the devices that has several advantages for city riders with an electric bicycle
is the COBI system.With this system, the smartphone can be used as a bicycle computer
that shows instant speed, allows the rider to take a call, choose a song, etc. It also
communicates and transfers data to other apps, such as Strava, but one of the users
reported to not take advantage of this because the routes were almost always the same,
and there was no advantage of sharing the data with other apps:

P15, Male, 53 years-old: “The only interesting thing for us is to know how many
Km I rode in a week, how many Km per month, what were the average hours, that
is interesting. But with time this all dilutes and … it does not change much.”

Even though sharing the routes for those who always do the same route may not be
beneficial for themselves, it can be extremely useful for other cyclists. One of the apps
that uses this premise is the Bike Citizens app. This app records the routes, creating a
cycling flow city map to show the most used routes. The major benefit of this app is to
provide data that may be useful to others:

P15, Male, 53 years-old: “At the end of the day it feels like volunteer work, that
is, I use this application to contribute to route log, because I think that if everyone
who uses the bicycle used an application like this, it was possible to see exactly
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which routes people use and then better plan the routes and serve a larger number
of people. ”

This app also provides detailed and up-to-datemaps that can be purchased or acquired
in exchange for points earned by the riding.

Regarding wearables or sensors, cyclists reported using smartwatches, heart-rate
bands, power banks for the mobile phone, cycling computers such as Nyon (from
BOSCH), earphones, and sensors in the bicycle to measure cadence or a barometer
to measure altitude. Note, however, that not all cyclists are in favor of technology:

P13, Female, 36 years-old: “I have some aversion to adhere to some digital tools
unless they are really necessary. Regarding the bicycle, no, I never joined.”.

The key reasons why participants justified not using technology are as follows: they
are usually designed for leisure cyclists, they are sometimes inaccurate (e.g., google
maps not identifying cycling paths), and there is no need because cyclists know their
cities and feel they can identify the best routes by themselves. Some cyclists referred
that one disadvantage of several apps is the need to turn it on and off manually. However,
one of the participants also referred to using an app that could activate automatically,
but he preferred to control it manually. Another disadvantage of some apps is the battery
consumption and occupying memory. To solve the battery problem, urban cyclists could
use their electric bicycle to charge it, or a system could use the cycling activity to charge
an external battery. Finally, another hindrance to use some apps is that some useful
features are only available when paid.

4.2 Technological Difficulties and Needs

On several occasions, cyclists refer that there are many sensors on the market that can
be added to the bicycle. However, these are usually expensive and different brands have
different sensors for different purposes, so there is a need of integrated solutions that
serves several purposes at once. Participants report that theywould rather have one single
economical platform or device:

P10, Male, 42 years-old: “Centralized on something, a single tool or device… I’m
not going to buy a sensor, a locator, ... no, the cyclist already spends a lot of money
...”

P01, Male, 45 years-old: “But we basically already have it all on the smartphone,
but then we need duplication. If there were such a thing, it shouldn’t be a cell
phone, I don’t want to have two… but if I had an interface that communicated with
my cell phone… it already has music, the applications, it’s everything there, that
interface.”

Participants recognize the smartphone as an interesting approach for achieving this
type of integration, despite the battery problem that has been mentioned. A different
alternative would be to use a bicycle display to mirror the smartphone, where the dis-
played information could be chosen, but again that would be one more, and possibly
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expensive, item to acquire. To use the smartphone while on the bicycle, the interaction
mode should be adapted and fully compatible with the reality of the riding experience.

A smartphone associated with a sensors pack could enable security, safety, and
comfort features. Concerning safety, cyclists would like to have an automatic emergency
call in case of an accident. To detect the accident there could be sensors in the bicycle,
where a sudden brake followed by inactivity or a decrease pressure in the saddle would
trigger the alarm. In terms of security, the bicycle could have a sensor and a locator
and only the owner could unlock it; also, in case it was stolen, it would send an alarm.
In terms of comfort, the bike sensors could help the cyclist adjust the position of the
handlebar and saddle or give tips according to the way the person rides the bicycle.

4.3 Useful Features of a Mobile Application

Cyclists referred several needs and features that could be integrated in a mobile applica-
tion for urban cycling.Clearly, themost important feature of an appwould be a navigation
system with tracking. The ideal mobile application for cyclists should also have social
features where cyclists could get together and share information. Another suggestion is
that this app should integrate several services within the city.

Table 1 shows the main features that cyclists referred as important for an urban
cycling mobile app.

Table 1. User needs: main features for an urban cycling mobile app.

Category Specific need (Cyclists need/want/like to …)

Safety Be seen by drivers
Inform others that they are braking or changing direction
Receive alerts of dangerous situations
Inform their real-time position
Quickly inform others in case of an accident

Security Be alerted and alert the authorities in case the bicycle is stolen

Comfort Get tips on how to adjust the bicycle or increase comfort

Communication Communicate within a group while riding
Communicate with others (i.e., share experiences or doubts)
Communicate with other entities (e.g., alert a bus driver that a cyclist needs to carry the
bicycle in the bus)
Communicate with other platforms (e.g., Facebook or Instagram)

HMI Interaction Interact with the cell phone or other device while riding

Bicycle status Tutorials on regular check-ups and minor repairs
Obtain information on the bicycle status, when is electric or has sensors

Gamification system Compare cycling metrics across time, and/or with others

Bike sharing Have an easy access to a bike sharing platform

Associations, groups, activities Find other cyclists and participate in cycling activities

Navigation system Plan and choose the route

Table 2 shows the information that cyclists would like to obtain and share from the
navigation system. These information range from utilitarian features, such as indication
the route type, to more social features such as media sharing with GPS tracking.
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Table 2. User needs: types of information to be provided by a navigation map.

Navigation category Details

Route planner Select a predefined route or draw route passing by specific places

Road type E.g., pedestrian zone, cycling path, inside a park, etc.

Road condition E.g., holes or pavement in bad condition

Type of pavement E.g., tar floor, cobblestone, etc.

Type of traffic flow E.g., shared with other vehicles? One way vs. Two way?

Traffic Suggest routes to avoid traffic. Provide the average speed of vehicles

Frequency of use of roads Indicate the traffic flow of cyclists. Consider those frequencies, when
suggesting a route. Share that information with the City Hall

Safety alerts Static dangers (e.g., dangerous crossings) and dynamic dangers (e.g.,
approaching vehicle)

Weather Indicate the weather along the route. Route suggestion depending on the
weather

Location of interest points and shops E.g., drinking fountains, viewpoints, workshops, restaurants, cafes, diet and
health food stores, and highlight the bike-friendly shops (i.e., with parking or
discounts for those arriving by bike)

Suggestion of places or things to do Suggest places (e.g., museum) or things to do (e.g., a theatre play) along the
route or in specific locations

Location of parking and resting zones Location of parking with the type of parking (bike racks, bike lockers, covered
parking, etc.). Location of benches or resting zones

Estimated time of arrival and distance Provide several route options with their distance and estimated duration

Media sharing Share photos, videos or other contents associated with a geographic place or
route/track (share with everyone or with a close group)

Concerning routes, these could be ranked from 1 to 5 according to: how cyclable
they are, beauty, effort, satisfaction, slope, difficulty and distance. Also, they could be
categorized according to the type of route (e.g., leisure, sports, and daily use). After
following a route, cyclists would like to know: total duration, calories burned, see the
route on the map, and CO2 consumption if the route had been made by car. Importantly,
all these suggestions should be up-to-date and change according to the person’s location.

5 Conclusion

In this research, we have studied how current practices with existing digital tools and
specific needs expressed by cyclists may inform the design of a new class of cycling
tools and applications to address the broader challenges of urban cycling. Based on the
results we presented several insights that summarize the key topics expressed by cyclists,
which constitute the main contribution of this work to inform the design of new cycling
tools and applications.

Beyond those insights, there is one major issue that deserves some discussion. In this
study, cyclists seemed to be very willing to identify and describe ideas for improving the
applications and tools they already know.This seems to suggest the existence of a relevant
opportunity space for the evolution of current digital tools for cycling. However, most of
the features suggested, either explicitly or implicitly, seem to be somewhat incremental,
and do not necessarily correspond to what could be described as a new class of tools and
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applications. Whether this represents a general satisfaction with current applications, or
it is just that those prevailing applications are already shaping our perception and our
expectations of what a cycling application should be is a question that remains to be
answered.

One limitation of the present work was the underrepresentation of women. As this
group presents a cycling behavior different than men [17], they may also have different
needs. Future studies should assure a more representative sample of cyclists, to assure
that services are created to suit every type of cyclist. As future work, we also plan
to explore the development and evaluation of new digital tools for urban cyclists. We
expect that a different set of design principles may help to satisfy and exceed currently
envisioned needs and enable digital tools and applications to assume their role as a key
enabler for urban cycling.
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Abstract. For many riders, the motorcycle is much more than a transportation
mode. Riding a motorcycle can be a pleasurable experience in itself, and the
motorcycle is frequently a tool of socialization. An evidence for that can be found
in the numerous motorcycling communities around the world. However, those
communities may not be accessible to everyone, or they may not satisfy everyone.
We aim to explore how social applications for motorcyclists could reach more
riders and serve a broader range of their needs. To pursue this idea, we conducted
focus groups with motorcyclists, exploring their current practices with digital
tools as well as any related needs. The results hinted on several aspects that need
to be considered in the design of a social application for motorcyclists. Generally,
motorcyclists arewilling to receive and share informationwith others, and referred
several needs in terms of communication and trip planning. However, they also
expressed concerns regarding the use of digital tools while riding, both for safety
reasons and because it could disrupt the riding experience. These results are a
contribution to inform the design of new social concepts for motorcyclists.

Keywords: Social applications ·Motorcycling · User research

1 Introduction

Riding a motorcycle can be much more than traveling from A to B. It is common to
find motorcyclists who grew up around motorcycles and soon developed a fascination
for these vehicles. Others may only embrace this world later in their lives, but they end
up making it an integral part of their lifestyle. For many of them, riding a motorcycle
almost defines them as a person, giving them the feeling of being part of a community
of riders and a sense of belonging that only members can fully understand and share
[1]. In fact, for many riders this social component is a defining element of being a
rider [2, 3]. However, buying a motorcycle does not buy a social experience, and many
riders may never really find the right context to experience that sense of belonging and
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companionship that others often praise as one of the main reasons why they love being
motorcyclists [1].

Onemight place riders in a continuum of social engagement: at one extreme there are
those (social riders) who mainly ride for leisure, prefer to ride in group, and like to share
their passion for riding; at the other extreme, there are those for whom a motorcycle is
mainly a utilitarian vehicle for commuting (commuting riders), and for whom the social
experience is not seen as very important. Despite these differences, both these profiles,
as well as the many others in between these two extremes, should be able to benefit from
social applications that could enhance their riding experiences.

Digital technologies can be key enablers for many new forms of social engagement
between motorcyclists. However, so far, the digital element of that experience has been
limited to the pre-ride and, especially, the post-ride phase. Most social applications
used by motorcyclists are essentially generic services that allow users to share content
related to their events and their passion for motorcycles. To improve the motorcyclists’
experience, we should also consider how engagement between riders might occur, in
the context of a continuous social experience that can span all the way from the cosy
environment of the living room (when a ride is still just a plan), to the most thrilling
moments of riding along with other motorcyclists. However, the level of concentration
and the physical control needed to safely ride a motorbike represent huge hampering
factors for common forms of digital interaction [4]. For obvious safety reasons, most
interaction possibilities are either too limited, too intrusive or simply not acceptable
when riding, making them technological hindrances to the riding experience. Moreover,
even when adequate solutions may exist, an unequal access to them (e.g., due to price)
has a negative impact on social collaborations while riding.

In this research, we aim to understand the needs of motorcyclists regarding digital
features that could connect them, in any possible way, with other motorcyclists and the
broader motorcycling ecosystem. Our goal is to inform the design of a new generation of
social applications conceived specifically for the motorcycling experience. These social
applications could significantly enhance the social experience of many riders, while
hopefully helping to create services that benefit the whole motorcycling community.

2 Related Work

Recent years have witnessed a strong growth in communication,
navigation and entertainment systems for vehicles, including motorcycles [5]. Current
research is addressing almost any element of the riding experience, including, for exam-
ple, safety technology based on the interaction of vehicle-to-driver/environment [6],
communication between motorcyclists [7], and communication between motorcyclists
and other vehicles to signal the presence of each other to prevent accidents [7]. Addi-
tionally, studies are also focusing on vehicle-to-vehicle or vehicle-to-infrastructure com-
munication, to share information related to routes, weather, traffic and restaurants [8].
Importantly, there have also been efforts to develop technology for promoting social
interaction between motorcyclists [4, 9].

Some motorcycle communities promote all sorts of social interactions, for purely
recreational purposes or more formal goals, such as, fundraising, competitions, polit-
ical protests or community services [10]. However, it is important to note that online
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communities may differ from the physical ones. For instance, when bikers engage in
online communities, they tend to communicate more with photos (e.g., of their vehicle)
or videos, rather than with written text [11]. Despite these differences, both community
types share the same rituals and traditions between members [12].

Therefore, for many riders, riding a motorcycle is also a social experience, and
that social component can significantly enhance the riding experience [2]. For example,
motorcyclists passing by each other on a roadmay not be seen as a social event. However,
even these brief and spontaneous encounters with other like-minded motorcyclists can
be very valued. Indeed, sometimesmotorcyclists show their appreciation bywaving each
other. Other forms of social interaction include ridingmore to promote those encounters,
and engaging online [4].

However, there are also major risks associated with the use of digital tools while rid-
ing. For example,mobile phone usage duringmotorcycle riding constitutes a risky behav-
ior associated with accidents and fatalities, although highly prevalent among motorcy-
clists [13–15]. In fact, research shows that bikers perform several operations on their
mobile phones while riding, such as dialing, talking, texting, or searching for informa-
tion [13, 14, 16]. For that reason, it is crucial that new technologies incorporate adapted
and safe modes of interaction.

3 Research Methodology

To address the research goals of this study, we conducted four focus group sessions,
in which motorcyclists were invited to discuss ideas, needs and concerns related to
different perspectives of social applications. A total of 25 participants (24 men and one
woman) between 24 and 54 years-old (M = 36.28, SD = 10.15) participated in these
four sessions, each with 5 to 8 people.

Two discussion guides were created to conduct the focus groups, and participants
were randomly assigned to one of them. All groups started by exploring (1) the experi-
ence of riding a two-wheeled vehicle, and (2) the use of connected technologies. Then,
two groups discussed (3) the willingness to share information and (4) the expected
trade-offs of that sharing; the other two groups discussed topics not explored in the
present study. Before the focus group session, participants were asked to respond to
a short questionnaire about their riding routines, their preferred brands and the use of
applications.

On each session, there was a moderator and a note-taker. At the beginning, partic-
ipants were informed about the objectives of the focus group, and were told that there
were no right or wrong answers, and that they could stop the session anytime. It was
additionally explained that the session was going to be recorded and that all video and
audiotapes were confidential and could only be used by researchers of the project. After
that, all participants signed an informed consent. The moderator explained the session
rules (e.g., one person talks at a time) and started the session following the respective
guide. The sessions took between 60 and 90 min.

The audio data collected during the sessions was transcribed from audio to text. We
then applied qualitative content analysis to the transcripts [17]. A first reading of the
transcriptions and session notes allowed us to reach a general perspective on the topics
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addressed by participants. Then, one of the researchers followed a coding protocol to
classify transcriptions segments into categories with similar meaning. During the coding
process, however, emerging categories that were not previously included in the initial
protocol were also added. Therefore, the analysis was conducted following an inductive
approach, by including categories that were identified in participants’ speech, as well
as a deductive approach that considered the coding protocol developed for this study
[17]. The coding protocol was thus constantly reorganized throughout the data analysis
process. Towards the end of the process, we started an aggregation effort in which each
categorywas organized into higher-order specific dimensions, and then intomore general
dimensions [18].

4 Results

The questionnaire filled before the focus group showed that most riders used their motor-
cycle on both recreational and daily/commuting contexts (64%) and only 36% of the
participants reported riding for recreational purposes only. The most common brand was
Honda (32%), followed by Yamaha (24%), and BMW (16%).

Eleven participants have been riding for less than 5 years, and, among them, fourwere
new riders, riding for less than one year. Five participants reported riding for between 5
and 10 years; five between 10 and 20 years; and four for over 20 years.

Twelve participants reported to ride the motorcycle at least four times per week, five
between 1 and 3 times per week and eight a maximum of once per month. Most of the
participants (60%) reported that their rides are usually short, taking on average between
15 min and one hour. Only 32% (n= 8) of the participants use a navigation system, with
Google Maps being the most preferred application (n = 6). Most participants (64%)
were not members of any community or motorcycle related group.

The results of the focus-group sessions were organized around three major themes
that emerged during the qualitative analysis of the data: (1) planning a trip, (2) shar-
ing information, and (3) communicating. For each theme we report the user’s current
practices and their needs.

4.1 Planning a Trip

Planning a motorcycle ride depends on several factors, such as whether it is a solo or
group trip, whether it is a short or a long trip, and on the weather conditions. Current
practices for trip planning seem to involve three major steps: (a) planning the route, (b)
checking the motorcycle, and (c) preparing themselves (without a predefined sequence).
When riding with friends the routes are chosen together, either in person or using com-
munication applications, speciallyWhatsApp. To choose the route, riders rely on friends’
knowledge of the surrounding areas, on web forums, and on their own searches on the
map (physical or a mobile app). The most frequently used tools to plan the routes are
mobile apps such as Google Maps to define interest points, restaurants, and meeting
points. Some participants reported that the downside of using GPS-enabled navigation
apps (as opposed to following the signs) is that sometimes travel planning is less detailed
than the ideal because riders assume the app will be available at any moment:
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P01, Male, 52 years-old: “Yes, and it is funny, because I rode a motorcycle for so
many years, and in longer trips when there was no GPS or mobile phones. It was
a map, and things happened, and the trip was made. It was better prepared than
now, we planned better. Now we rely on the GPS and then get used to it.”

Using a GPS device can interfere with safety when riding a motorcycle, because
riders have to either look away from the road to look at the device, or they have to
follow audio cues, and both can potentially disrupt the riding experience. Moreover,
some motorcyclists prefer not to use maps at all during the trip. Also, one mountain
rider preferred using a paper-map, to avoid the risk of a technological failure:

P24, Male, 33 years-old: “No, I don’t use technologies much. (…) Or sometimes,
when I go to more dangerous trails, I take a compass and a map, but they are
physical because I do not want to fall, the cell phone breaks and then I end up with
nothing. So, if the map tears, I can still see something ... See where I am located.
But technology ... no. For what I do I don’t want to depend on technology”.

For those willing to use technologies, the navigation system seems to be the most
important one, as far as it ensures safety:

P17, Male, 42 years-old: “More than contextualizing specific solutions, I would
like something that would make my trip especially safer, that is, all those alerts
about potential problems on the road… more convenient, if I want to go to a given
destination, and if I want to go fast, it provides the best route; But if I want to go
for leisure, it provides the most scenic route.”

4.2 Sharing Information

The second topic, willingness to share information with others, was especially important
for our focus on social applications. Three major questions have emerged regarding
information sharing: (1) who to share with, (2) what to share, and (3) what not to share.

Regarding whom, riders are generally available to share information with the com-
munity, so everyone can provide and receive useful information and benefit from it.
Sharing information with manufacturers and brands would also be possible, but in those
cases, participants expressed that they would be consider to be fair if they could also
benefit from it:

P14, Male, 54 years-old: “If there are companies that can benefit, I think they
should also give something in return, e.g. a little check-up [for the motorcycle] or
something.”

On the one hand, companies could benefit by collecting data on motorcycle use,
and by creating closer relationships with the customers. On the other hand, users could
benefit from special offers or premium services.

Regarding what type of information motorcyclists would like to share and receive
from others, navigation and safety were the most common topics. Motorcyclists believe
that if all road users are connected, they should all benefit from receiving alerts of
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proximity of other vehicles. Participants would also like to receive recommendations
about the speed limit according to the type of pavement, points of interest along the
route, closed roads, accidents, transit, etc. It would also be useful to have real-time
weather information along the route. Concerning more specifically the roads, they could
be categorized based on their scenery, and pleasure to drive (based on curves and straight
roads). Also, these routes could be shared:

P05, Male, 25 years-old: “If it could be connected to Facebook, or something.
That there were people you know and who ride motorcycles too ... Yes, I don’t
know, if they were around, and your friend is riding a motorcycle or something,
if you knew his location, things like that, even the itineraries, creating itineraries,
sharing itineraries with others, or even executing those itineraries ...”.

When riding in groups, the app could also allow sharing photos within the group:

P16, Male, 29 years-old: “It would be a sensor pack together with the application.
Not for the driving experience itself but more for after [driving], to see the average
consumption we had during the whole trip, the stops… But this is statistical data
collection for the application itself, which is then good to add, one thing that is
interesting to see… and there’s even that part of google where you can share the
photos with, if we have a group we can share if… look, we stopped at this viewpoint
or something. You have some pictures, even of the motorcycle or something like
that. And even share with the people who went on that trip, so everyone has access
to everyone’s photos.”.

When riding in groups, locating everyone would also be extremely useful:

P11, Male, 29 years-old: “Share the location with friends, perhaps. Go meet a
group of friends who also ride a motorcycle. They say, “we are here” and our
GPS directly gives the indications to reach them.”

Despite all the interest around information sharing, participants have also expressed
some concerns and some situations where they would prefer not to share at all. They
mentioned that information should be anonymous, shared content should be curated, and
should not depend exclusively on the community as information providers. Ideally, part
of this could be accomplished with sensors in the vehicles and in the infrastructures, so
data would be less biased, and riders would not have to manually add information while
driving:

P23, Male, 26 years-old: “The problem with Waze is that it needs to be the users
to put the warning there. When we are riding a motorcycle or driving car it is not
recommended to… [do it].”.

Also important, information sharing should always be optional:

P05, Male, 26 years-old: “It could be our choice. Share or not.”.

Fundamentally, participants referred two types of information they do not want to
share: location and speed. Sharing the location should be done cautiously and only in
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certain situations. In particular, when riding alone it should only be shared with trusted
people. Also, the home location should never be exposed for security reasons. In general,
participants do not want to share information that can be traced back to them.

P16, Male, 29 years-old: “But with GPS… He left this point, went there and
returned to this point, you’re at home. (…) If you have GPS data, you usually can’t
identify who the person is, but if the starting point and the ending point are the
same, it is immediately known that the person lives there. Or keeps the motorcycle
there, at least.”

Concerning speed, it could be shared only if it were anonymous and no negative
consequences could come from that. Participants also emphasized that too much infor-
mation can be distracting and especially on leisure trips, it can also interfere with the
driving experience:

P16, Male, 29 years-old: “A lot of information when you are taking a longer trip
is going to distract of what you want.”

4.3 Communicating

Participants often referred to various communication contexts, which mainly seem to
address three types of communicating needs: (1) with people that are not riding with
them (e.g., a family member at home), (2) with friends riding with them in a group, and
(3) with the passenger in the motorcycle. Usually, in the first two cases conversations
are short (e.g., acknowledging that she/he will be late, or signaling to stop for gas,
respectively). In the last case, communication may be more continuous:

P18, Male, 50 years-old: “If you go in the car with your wife or your friend or
whatever, you like to talk, look at the landscape. And in the motorcycle is the same.
A person going there quietly for 200 km is a bit boring.”.

Communicating while riding can lead to dangerous situations. For example, when
riding in a group,motorcyclistsmay try to communicatewith themotorcycle light signals
(e.g., using the right light signal to communicate the intent to stop) or take over everyone
and shout a short message (e.g. “Stop!”). Both situations can be dangerous:

P17, Male, 42-years-old: “When it is a group tour, sometimes it is like, the guy
who comes back needs to put gasoline and either gives light signals or have to use
the turn lights because there is no easy way to communicate. Or he overtakes us
all and then says “Hey, I want to stop”.”

P14, Male, 54 years-old: “Yes, but it ends up creating a risky situation.”

P17, Male, 42 years-old: “Communication is not effective.”

P14, Male, 54 years-old: “We shouldn’t be doing this when traveling in a group.
We should maintain our position.”

Motorcyclists also referred communication difficulties while driving. On the one
hand, manipulating a device is impossible or dangerous while driving.
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P02, Male, 31 years-old: “I already did that, using applications to connect mobile
phones via Bluetooth (…) for example with the passenger. For example, making a
call ... There are applications for calls and a person speaks, but it ends up being
distracting at the same time. So, it works, but at the same time, it distracts us.”.

On the other hand, the existing communication devices, such as hands-free kits,
sometimes are too expensive and when riding in groups not everyone has one:

P15, Female, 26 years-old: “The problem is that with some people having intercoms
and others not, there is always someone who is left behind, and others that go a
little bit faster, and we end up being out of sync."

One possible solution to ease communication could be to have voice interaction
while riding:

P17, Male, 42 years-old: “I don’t want to see the messages while driving because
it is dangerous, but I would like to have someone reading them for me or some-
thing like that… check if I have a call waiting, something like that (…) By sound.
Something like that.”.

4.4 Other Results

This study has also identified several other relevant insights for the design of a social
application. The first is the central role of safety. Even though the topic of the study was
presented as being social applications, the issue of safety remained clearly amongst the
top priorities. Also, many participants seemed to exhibit a general disbelief in digital
technologies, at least for the riding context. While part of the problemmay be associated
with safety risks derived from technology use during the ride, there also seems to be
some sort of disillusion with current products, particularly when compared with the
thriving industry market of digital technologies for the car. Several participants have
even expressed that they would just prefer not to use any digital technology at all,
simply for fear that it will ruin the pleasure of riding.

5 Conclusion

The concept of social applications for motorcyclists can be a good fit for the social-
izing component of being a rider. In this study, we have explored the motorcyclists’
perception about this type of digital tools. The results revealed several challenges, such
as interaction limitations, the possible impact on the riding experience, the very diverse
set of motorcyclist profiles, or simply a general disbelief in digital tools altogether. On
several occasions, participants have shown signs of resistance to technology and empha-
sized that information should be limited, not only for safety reasons, but also because it
could interfere with the pleasure of driving. Altogether, the present results may inform
future participatory design studies, pointing the main directions for social applications
and highlighting the major challenges that need to be considered to ensure acceptabil-
ity. Importantly, in the present study most participants were men. Even though most
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motorcyclists are men, the underrepresentation of woman in the present study can have
produced biased results. Thus, prior to developing a digital solution for motorcyclists,
it is fundamental to understand the needs of all types of motorcyclists.

The general conclusion is that the exploration of design opportunities for a social
application for motorcyclists must be much more than a mere identification of relevant
features or a simplistic attempt of recreating, in this context, the principles and concepts
of other social networks. Like social networks in general, social applications for motor-
cyclists need to leverage the collective and socializing elements of motorcycling in a
way that fits the different needs of variousmotorcyclists’ profiles. However, their specific
design should also be closely aligned with the micro-contexts of the riding experience
in a way that blends smoothly with riding itself.
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Abstract. Trust has become amajor concern in wireless sensor networks (WSN),
sincemanyWSNs are deployed in data sensitive applications, especially in health-
care and surveillance. Factors, such as the sensitivity to internal and external noises,
constraints on sensing devices, varying deployment platforms and network topolo-
gies, generate uncertainty in data accuracy and consistency. With the advent of
smart sensing solutions, the data accuracy is increased to a greater extent. How-
ever, explicit discrimination of uncertainty from the sensor data is still remain
challenging, as it is difficult to quantify the individual impact. The environmental
uncertainty is one of the difficult parameter to quantify and to predict; moreover, it
greatly influences the received signal strength (RSS) in outdoor sensor networks,
leveraging frequent data inconsistency ended up with sensor distrust. We propose
a framework to maximize sensors’ trust by classifying the level of impact under
the existence of a few environmental uncertainties, such as temperature, humid-
ity and wind speed. We have applied multiclass support vector machine (SVM)
classifier to analyze RSS of sensor under the individual and combined presence of
defined environmental uncertainties and to classify the dataset into four groups;
moreover, the penalty corresponding to the level of uncertainty is added to boost
the sensor trust. We have selected Quadratic SVM to train the dataset, as the
data varied non-linearly. The experiment shows 97% accuracy during training and
96.2% accuracy during testing with 3.8% misclassifications. With these predicted
level of uncertainties and corresponding boosting in RSS, the framework is found
to move 42% of sensors from uncertain to trusted category.

Keywords: Supervised learning · Support vector machine · Environment
uncertainties · Maximization · Sensor trust · Wireless sensor networks

1 Introduction

The widespread applications of sensors in location monitoring or surveillance demand
accurate and reliable data. Accuracy is defined as the deviation of measured value from
true value, whereas reliability reflects the trust on the source of information. Data accu-
racy is affected by sensor’s calibration, aging of components, poor maintenance and
so on. However, the inconsistent behavioural changes, due to unpredicted weather or
malfunctioning of a part, may affect sensor reliability. Ferson and Ginzburg [1] classi-
fied uncertainty into two: objective and subjective. The objective uncertainty is due to
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the stochastic behaviour of sensing system, whereas the subjective uncertainty is due to
incomplete knowledge of the system. It is difficult to avoid the objective uncertainty,
since the volatility in sensing output due to environmental uncertainties cannot be pre-
dicted completely in advance, as the environmental behaviour is not in human control.
Such stochastic variations in the reporting data, leveraging false belief about the source.
By carefully analyzing the possible sources of uncertainties and quantifying their impact
on sensing process, the sensors trust value may be maximized.

Sensors trust is defined using trust factors directly associated to sensor’s observed
behaviour or indirectly estimated from third party recommendations. The existing trust
models classify sensor’s reliability as trusted or untrusted. For a sensor deployed for out-
door monitoring, harsh weather conditions play a vital role in producing erratic sensing
data, thereby leading to misclassification of sensor trust. There are uncountable sources
of uncertainty in the surroundings that may cause variations in sensing data; it is very
challenging to quantify the impact from themeasured data. In this work, we have consid-
ered temperature, humidity and an unexpected occurrence of strong wind (storm) are the
sources of uncertainties. The variation in temperature, and humidity increase the resis-
tance of the transmission medium by producing variations in received signal strength
(RSS) [3]. The strong wind changes the orientation of receiving or transmitting antenna,
which causes change in polarization that impact the performance of the wireless sensor
networks (WSN) [2]. A relative measure of angle of deviation with respect to normal
position is defined using the changes in RSS measurement.

Many strategies are being followed to minimize the uncertainties. Machine learning
is one of the strategy, which utilizes various learning algorithms to understand the trends
and patterns present in the given dataset and to classify the dataset under various cate-
gories. It will be helpful for the sensors deployed in unmanned outdoor environment to
analyze the changes in the performance without human interventions. Thus, sensors may
be embedded with a suitable machine learning algorithm to comprehend the changing
pattern in their performance from normal. The training dataset comprising of uncertain-
ties and the impact on sensor performance may be generated using prior experimental
data combined with human experience. We selected support vector machine (SVM), a
supervised training algorithm to train data, as it works well with unstructured data. By
using a labelled dataset, SVM may be trained to realize the presence of defined uncer-
tainties and their impact on RSS, and to classify the dataset into multiple categories
accordingly, which is then utilized to maximize sensors’ trust values.

In this paper, we have utilized the changes in RSS (data consistency) and the retrans-
mission history as two measured parameters to derive trust factors under the selected
uncertainties, such as temperature, humidity and wind speed. We have generated the
dataset by extrapolating data from previous experimental studies [3, 21], which demon-
strated variations in RSS against orientation angle deviation, and against varying tem-
perature and humidity respectively. We have proposed an intelligence framework to
classify the uncertainties, which utilizes a multiclass Quadratic support vector machine
to train and to analyze the behaviour pattern; the dataset is classified into four groups
based on the uncertainties level. Class 4 is categorized as the worst case, which includes
the presence of all uncertainties and class 1 is defined as the best with no uncertainties.
The trust values calculated using the defined trust factors are improvised by adding a
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RSS value proportional to the severity level of uncertainties. Our experimental results
demonstrated that the quadratic SVM produced 96.2% accuracy during testing, and by
predicting the uncertainty levels, the framework is able to move 42% of sensors from
uncertain to trusted category.

2 Related Work

The increase in the deployment of sensors in various autonomous systems and data sen-
sitive applications raise issues about the trust of the source. The traditional trust man-
agement are based on subjective and objective belief [4] and are focusing authenticating
user’s identity, validation of host and so on, from third party recommendations. With
the introduction of sensors in monitoring industries, the trust computation is extended to
include specializedmeasured parameters, such as calibration, group deviation, true devi-
ation [5, 6] and so on. Habib and Marimuthu [7] developed a trustworthy self-adaptive
framework, where they utilized trust as a control parameter to trigger the adaptive tech-
niques. Guo et al. [8] analyzed the trust evaluation methods for managing services in
IoT, whereas Bansal and Kohli [9] carried out website evaluation for ensuring the trust.

Uncertainty measurements were mainly focused on calibration error, measurement
error, and transmission error. Li et al. [10] carried out a survey on theory and practices of
uncertainty, whereasMovahednia et al. [11] developed an optimized energymanagement
scheme for Microgrids with uncertainties.

Supervised learning is employed in trust evaluation to separate malicious nodes
from trusted nodes [12, 13], where the authors carried out binary classification using
support vector machine (SVM). Lopez and Maag [14] used a multiclass classification
SVM to develop a generic trust management framework. Eziama et al. [15] performed a
comparative analysis using Naïve Bayes, Decision tree, radical SVM, and random forest
machine learning techniques to distinguish malicious and trusted nodes. Furthermore,
machine learning algorithms were used to test the trust of social networks [16], and to
locate the node misbehaviour [17–20].

In this work, we have exploited quadratic SVM to analyze the existence of selected
environmental uncertainties and to perform multiclass classification of the uncertainties
to improve sensors’ trust.

3 Maximizing Trustworthiness

There are innumerable source of uncertainties existed forWSNs; data trust is still remain
challenging as weather, calibration, interferences, obstacles, sensing hardware failure,
aging and so on, causing error in sensor data, thereby reducing the trustworthiness of the
sensors. It is really challenging to distinguish the uncertainties directly from the sensors’
outputs, as the uncertainties are inseparably mixed with the sensor output. One of the
strategy is by employing specialized monitoring sensors, the impact of uncertainties on
the performance may be quantified. We have derived a mathematical model to maximize
sensors trustworthiness, which attempts to learn the uncertainties and their impact on
sensing data, and to classify the dataset into multiple groups accordingly. We have
selected the uncertainties, whose impacts on signal strength are quantifiable.
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We have considered three uncertainties, such as temperature, humidity, and wind
speed with direction of flow, causing deviations in sensor measurements. We have
assigned a binary mapping to classify their existence into four categories, as listed in
Table 1.Here, the first column lists the presence of possible combinations of uncertainties
and the second column lists the classification of dataset according to the uncertainties.
The last column tabulates the assigned penalties corresponding to uncertainties. We
have assigned a penalty for the presence of uncertainty, which is estimated from the
change in signal strength from normal, as shown in Eq. (1), and the last column lists the
improved trustworthiness after deducting the penalties from the trust value calculations.
Here, the indices i, j and k represent the defined uncertainties, the term N represents the
normal weather, and the parameter P(si) represents the penalty for sensor si. The term
β represents the weightage to each uncertainty, and we have assigned 40%, 30% and
30% to wind speed, humidity and temperature respectively from the observation of the
experimental data.

P(si) = β1 ∗ ∂RSSUi

∂RSSN
+ β2 ∗ ∂RSSUj

∂RSSN
+ β3 ∗ ∂RSSUk

∂RSSN
(1)

Initially, the transmitter and the receiver antennas are placed inline to receive the data
and the deviation in orientation due to strong wind has substantial impact on the received
signal strength (RSS), according to [2]. A strong wind in a direction either normal to or
at oblique incidence may tilt the antenna position, thus causing error in measurement,
and the sensor data deviates from its neighbours leading to reduction in performance
and trust.

Table 1. Presence of uncertainties and the corresponding penalties.

Uncertainties Category Penalty

Temperature Humidity Wind
speed

0 0 0 Normal 0

0 0 1 Semi-normal P1

0 1 0 P1

1 0 0 P2

0 1 1 Semi-worst P1+P2

1 0 1 P1+P2

1 1 0 P1+P2

1 1 1 Worst-case P1+P2+P3

3.1 Selection of Uncertainties

We have explored the uncertainty subspaces to figure out the individual and cumu-
lative contribution of uncertainties to sensors’ untrustworthiness. It is observed from
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the experimental data that the signal strength is inversely proportional to the humidity
and temperature. According to [3], increase in temperature increases the resistance of
the transmission medium, whereas increase in humidity increases the refraction and
reflection (scattering), thereby reducing the signal strength.

The change in orientation of either the transmitter or receiver will affect the polar-
ization of the deflected antenna, which decreases the received signal strength. The wind
flowing normal to the antenna will produce certain angular deviation in the orientation
based on its speed; the angle of deviation ranges from 90 to −90, where the positive
sign represents the direction towards the transmitter and the negative sign represents the
direction away from it. A sample of antenna deviations against the wind speed along
with its direction of flow based on generalized observations is illustrated in Fig. 1.

3.2 Selection of Trust Factors

We have selected two measured parameters, such as retransmission history and data
consistency to compute the sensor trust as shown in Eqs. (2) and (3), which are closely
related to the selected environmental uncertainties in Eq. 1. The increase in number of
retransmissions and data inconsistency are observed during strong winds, high humid-
ity and high temperatures. In Eq. (2), the parameter Rei(ts) represents the number of
retransmissions of ith sensor at sampling time instance ts, and m is the sample length.
The retransmission history and the data consistency are checked for a selected timespan,
which is defined using the sample length m. In Eq. (3), the parameter RSSi(ts) represents
the received signal strength of ith sensor at sampling instance ts.

Fig. 1. Wind directions and its impact on antenna orientation.

The trust factor is represented as

tr1 = α1 ∗

⎛
⎜⎜⎜⎝
Rei(ts) −

m∑
j=1

Rei(ts−j)

m

Rei(ts)

⎞
⎟⎟⎟⎠ (2)
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And the second trust factor is

tr2 = α2 ∗

⎛
⎜⎜⎜⎝
RSSi(ts) −

m∑
j=1

RSSi(ts−j)

m

RSSi(ts)

⎞
⎟⎟⎟⎠ (3)

By combining the two defined trust factors, the trust value of a sensor is given by
Eq. (4).

Tr(s, ts) = (tr1) + (tr2) (4)

4 Proposed Methodology

The proposed methodology to maximize sensor’s trust is illustrated in Fig. 2, which is
comprised of three procedures: generation of training and testing dataset, uncertainties
classification using supervised learning, and reevaluation of trust by adding a boost
value in proportion to the impact on RSS. The dataset is comprised of the following
features: temperature, humidity, and the angle of deviation, as uncertainty parameters,
the corresponding RSS values with the presence and absence of uncertainties, and a
label to the uncertainties to classify the dataset into four categories as illustrated in
Table 1. The framework checks the log of parameters, which facilitated the awareness
of environmental uncertainty, and the trust factor is estimated prior to and after the
presence of uncertainties. Then, the penalty corresponding to the uncertainties are added
to increase the trust of the sensor.

Fig. 2. Proposed framework.
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The SVM utilizes one-against-one construction method to solve multiclass classi-
fication problem, where each classifier separates data of two different classes and all
classifiers (based on the number of classification) together generate a multiclass classi-
fication. SVM uses a hyper-plane to separate the points in the dataset, as represented in
Eq. (5). Here, the xi is input vector, T is the transpose operator, w is the weight vector
and b is the bias.

wT ∗ xi + b = 0 (5)

5 Results and Discussion

Wecoded the proposed trustmaximization problem inMatlab platformutilizingmachine
learning toolbox. We have considered a set of sensor nodes within WSN deployed for
outdoor monitoring; we have utilized the datasets [3, 21] to study the changing pattern of
RSS against the uncertainties, and generated an augmented dataset with the combination
of following features: temperature, humidity, wind speed, orientation of the antenna,
and received signal strength (RSS). We categorized the uncertainties into four levels,
according to Table 1 and assigned penalties according to Eq. (1), to increase RSS.
We selected optimized support vector machine to train the dataset and to classify the
dataset according to four level of uncertainties, wherewemanagedwith 97%of accuracy.
Figure 3 demonstrates the given uncertainty class (column_1) against the predicted class
(column_2), where the colors of the data points represents the label (class1 to class 4, as
listed in Table-1) of the predicted class. Class-1 represents RSS with no uncertainties,
class-2 with the presence of any one and class-3 with the presence of any two and class-4
with all three uncertainties.

For the given a list of expected values (true class) and a list of predictions (predicted
class) from SVMmodel, the confusion matrix in Fig. 4 shows the performance of SVM
for the training data.

The training dataset has a input matrix of size (300 × 6), where the row specifies
the number of observations and column specifies the features used to train the model.
In the confusion matrix, the diagonal elements represents the correct classifications and
the remaining elements in each row represents the misclassification against each class.

The predictions on test dataset of size (52 × 5) is shown by the confusion matrix in
Fig. 5. Here, the target class is the actual classification and the output class in the pre-
dicted classification by SVM. The diagonal elements represents the correctly classified
percentage of each class and the last column lists the percentage of correct and incorrect
classification. After classifying the uncertainty, RSS signal strengths are boosted based
on the predicted level of uncertainty, as listed in Table 2; we found a total of 42% shift
in semi-trusted and uncertain states to higher level, where 23% of sensors are shifted to
level-1.
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Fig. 3. Input vector against the predicted uncertainty level.

Fig. 4. Confusion matrix (training data).
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Fig. 5. Confusion matrix (testing data).

Table 2. Sensors and their trusted state.

RSS range Trust-state Number of sensors (Actual) Number of
sensors (boosted)

80–100 Trusted 9 21

60–80 Semi-trusted 23 23

40–60 Uncertain 16 5

<40 Untrusted 4 3

6 Conclusion

We proposed a framework to maximize sensors’ trust by classifying the level of a few
environmental uncertainties, such as temperature, humidity and wind speed based on
their impact on received signal strength (RSS). A multiclass quadratic support vector
machine (SVM) classifier is utilized to study the individual and combined presence
of defined environmental uncertainties and to classify the dataset into four levels. With
these predicted level of uncertainties and corresponding boosting signal strength to actual
RSS, the framework is found to move 42% of sensors from uncertain and semi-trusted
to trusted category. The experiment shows 97% accuracy during training and 96.2%
accuracy during testing with 3.8% misclassifications.
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We are continuing our research with more observations and features, and training
using other supervised learning algorithms to improve the precision.
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Abstract. Today, the Internet of Things (IoT) has been introduced in our lives,
giving a variety of solutions and applications. The critical requirements for devices
connected to the IoT are long battery life, long coverage, and low deployment cost.
Some applications require the transmission of data over long distances, thus Low
Power Wide Area Networks (LPWAN) have emerged, with LoRa being one of
the most popular players of the market. In order, to improve energy consumption
and connectivity problems, machine learning can be used in LoRa networks. In
this paper, we intend to improve the energy consumption of end nodes by using
machine learning models. For this reason, we present a comparison of classifi-
cation algorithms, specifically, the k-NN, the Naïve Bayes, and Support Vector
Machines (SVM), for the Spreading Factor (SF) assignment in LoRa networks.
The simulation results indicate that, both energy efficiency and reliability in IoT
communications could be significantly improved using the proposed learning app-
roach. These promising results, which are achieved using lightweight learning,
make our solution favorable in many low-cost low-power IoT applications.

Keywords: LPWAN · LoRa · IoT · Machine learning

1 Introduction

As the Internet of Things (IoT) market is growing with fast rates, intending to solve
major problems such as, climate change e.g. by monitoring crucial areas, or to provide
Search and Rescue Systems [1] new technologies have been introduced. One of these
technologies is Low Power Wide Area Networks (LPWAN). LPWAN comes to solve
the problem of transmitting data to long distances, with very small energy consumption.
Some examples of LPWAN technologies are LoRa, Narrowband IoT (NB-IoT), SigFox,
Weightless [2]. Each technology, has its advantages and disadvantages, tries to provide
energy-efficient, long-distance, low-cost solutions, sacrificing high throughput, and low
latency similar to what cellular technologies provide. As mentioned before, IoT tries to
copewith different parameters in the context of the application.Oneof themost important
challenges that should be taken into consideration during the development of a system,
is the appropriate resource allocation. Resource allocation can be focused on energy
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consumption, latency, throughput, packet loss, etc.Many techniques have been proposed
for resource allocation, one of them being the use of Machine Learning (ML). The rest
of this work is organized as follows: In the next section related work is being described.
We briefly discuss the LoRa technology in Sect. 3. Section 4 refers to the architecture of
our ecosystem while Sect. 5 describes and analyzes the Machine Learning Integration
perspective in our research study. Section 6 includes the performance evaluation of the
proposed mechanism. Section 7 concludes our study and presents our future work.

2 Related Work

LPWAN networks have recently being attracting great attention in the IoT community.
As energy consumption and the connectivity with Network Server (NS)should be of
great importance, we should be led to the integration of machine learning solutions that
could offer improvement to the specific issue. Several studies have been proposed and
studied network simulators and tools to replicate real network operations without the
need for real hardware. In [3], the authors present the most important LoRa simulation
environments available in the literature and after that a comparative evaluation of LoRa
simulation environments. The benefits, the disadvantages, and the highlights of each
LoRa simulation environment are also presented. The reference above led us to the
choice the FLoRa simulator for this research work. In [4] authors have implemented a
classification IoT system that benefits from the use of LoRa and embedded ML using k-
NN (k-Nearest Neighbors) [5] classification. The scope of this research work is to reduce
power consumption and increase battery life of IoT devices. Artificial neural networks
for wearable devices can greatly improve detection and data analyses. Moreover, [6]
aims to push beyond the current power walls for neural networks and move toward a
micro-power neural network. This requires working on algorithms, architecture, circuits.

In [7], authors have conducted a survey of machine learning algorithms importance
for IoT data analysis. They suggest that the big data generated by the IoT devices can
lead to a tremendous benefit to human, when machine learning is combined, making
the IoT applications smarter. Also, a comprehensive explanation of supervised, unsu-
pervised, and reinforcement learning algorithms is presented, and in which application
each algorithm is better suited is presented as well. Moreover in [8], an irrigation sys-
tem is proposed focusing on the advantages of LoRa technology with ML. The results
showed that this combination can lead to a smart and accurate irrigation system that can
be widely used in agriculture. Another domain that ML can be combined with LoRa
technology is geolocation. In paper [9], ML techniques such as Random Forests and
neural networks are introduced to deal outdoor geolocation. The results were promising.

This paper focuses on LPWAN and LoRa, which provides good performance in
terms of reliability and energy consumption. For this reason, we examine the feasibility
of using ML classification algorithms, such as k-NN for the assignment of Spreading
Factor (SF) in LoRa networks. From the literature, it is known that SF is a very important
parameter for LoRa operation. SF value increase leads to an increase of the airtime and
an energy consumption [10]. Using ML, we will be able to extract the appropriate -
ideal SF to be used by the NS. A network architecture contains end-devices, gateways,
and a NS, forming a star topology. It operates at unlicensed frequency ISM (Industrial,
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Scientific, and Medical) bands of 868 MHz and 915 MHz in Europe and the U.S.,
respectively. In this research three classification algorithms are examined: the k-Nearest
Neighbors (k-NN), the Naïve Bayes classifier, and the Support Vector Machine (SVM).
The classifiers’ learning phase is assumed to occur in the NS of the LoRa network. This
assumption is realistic, as the NS is responsible for the network configuration. Also, the
de facto LoRaWAN policy for the SF assignment called Adaptive Data Rate (ADR) is
running on the NS [11], too.

3 LoRa Technology

LoRa is a physical layer LPWAN solution, which is a derivative of Chirp Spread Spec-
trum (CSS). LoRa constitutes a spread spectrum technique designed towork in 433MHz,
868 MHz, and 915 MHz. LoRa has shown resistance against the Doppler Effect and
multipath fading.

In a typical LoRa deployment there are three main devices: LoRa end-nodes, which
acquire data from sensors at the application later and send these data LoRaWAN; one or
more LoRaGateways (GWs) that receive the LoRa frames and cast them to be forwarded
through a wired network and one or more Network Servers, usually in the cloud, which
are responsible to process the received and are likely in charge of decision-making.

LoRa’s physical layer uses CSS modulation over a variety of frequency bands in
Europe, USA. The value of 868MHz is one of the common values in most regions.
There are multiple factors that characterize the LoRa communication between the end-
nodes and the GWs such as SF, Transmission Power (TP), Carrier Frequency (CF),
Coding Rate (CR) and of course the Bandwidth (BW). The SF is defined as the ratio
between the symbol rate and chip rate [12]. The number of chips per symbol is defined
as 2SF . The SF values vary from SF7 to SF12, where higher SF values achieve higher
ranges. The relation between the data rate and the SF is defined by Eq. 1, where Rb
signifies the bit rate.

Rb = 2SF

BW
(1)

On the other hand, TP usually ranges from -4dBm to 20dBm. This parameter sets
the intensity in which LoRa end-nodes transmit the LoRa data frames to the GW. Theo-
retically as SF and TP increases, the LoRa coverage area is larger. CR provides security
against interferences, where higher values provide higher protection (4/5, 4/6, 4/7 and
4/8). BW is the frequency width in the transmission band [13].

In general, the communication between LoRa end-nodes and GWs can be unidirec-
tional or bidirectional. LoRaWAN, on the other hand specifies the architecture, layers and
protocols operating over LoRa. Mesh or stars are the two possible topologies supported
in LoRa [14].

4 Architecture

In this section the general simulation architecture is presented, in order to define the
assumption that were made. The simulation environment which was used is the FLoRa
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simulator [15], because it is quite comprehensive, and many parts of a real network are
simulated.

First and foremost, the Log Normal Shadowing model [16] was used. The model
that is presented in Eq. 2:

PL(d) = PL(d0) + 10nlog10

(
d

d0

)
+ Xσ (2)

• PL(d0): the mean path loss for d0 distance
• n: path loss exponent
• Xσ : zero mean Gaussian distributed random variable with deviation σ.

Moreover, for a successful LoRa transmission, the value of the received signal power
needs to be higher than the threshold related to the sensitivity of the receiver. The
power of the received signal is affected also by the transmission power and the losses
that are occurred as a result of the shadowing as presented in Eq. 2 and the signal
attenuation. Moreover, the phenomenon of signal interference is taken into account in
the simulation. Thus, it is assumed that two signals that are orthogonal (have different
SFs) do not interfere, while contrariwise, in case of being non-orthogonal they display
collisions when there is an overlap in the time domain. The capture effect is also taken
into consideration. Capture effect is the phenomenon observed in real LoRa networks,
where even in case of collision of two transmissions, the strongest signal (the power
difference of these signals is greater than a threshold) succeeds to be correctly received
by the GW [17]. As far as the energy consumption model is concerned, the values related
current power consumption and the voltage are based on the SX 1272 transceiver [18],
made by Semtech. The energy expenditure is based on the measurement of the nodes
in the states of the transmission. It is assumed that there are three states a) transmit b)
sleep and c) receive. The node is supposed to be in sleep mode, apart from the cases of
transmitting and receiving messages.

As far as the general architecture of the examined system is concerned, the system
consists of nodes that communicate to theGateway (GW) using LoRa. TheGW transmits
the uplink packet and sends it through the Internet to the Network Server. The transmis-
sion from the GW to the NS is conducted using the Internet Protocol (IP) (as far as the
Network layer is concerned). For the simulation of the physical layer of the GW – NS
communication (Wireless-Fidelity) Wi-Fi technology is assumed. The implementation
is based on INET’s Wi-Fi modules.

5 Machine Learning Integration

Nowadays, ML is very promising in helping to solve several problems. ML consists of
different approaches such as supervised learning, unsupervised learning and reinforce-
ment learning [7]. Supervised learning refers to the cases where the training data are
labeled, and on the other hand, the unsupervised learning refers to the techniques where
the training data are not labeled. Reinforcement learning refers to the techniques, where
the goal is to find an equilibrium between the previous knowledge and how learning new
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things is feasible. In this paper three supervised learning techniques are investigated a)
the k-NN, b) the Naïve Bayes, and c) the SVM.

The k-NN algorithm assumes that similar nodes exist in proximity, or similar nodes
are near to each other and have common behavior. Its main characteristic is its ease and
simplicity of implementation and high enough accuracy. Specifically, after the learning
process, the new unseen data is fed to k-NN algorithm as a d-dimensional point. Then the
minimumdistance of the input point from the points of the training is calculated. The dis-
tance has an important role in the k-NN algorithm; thus, the appropriate distance metric
selection is vital. The metrics used are the Euclidean, Minkwoski, Manhattan, Maha-
lanobis, and Chebysev distance. Then, the decision in which class should be assigned
is made according to the predominant class of the k nearest points, to the unknown data
point. In this work, the predominant class is computed by a simple majority vote.

Naïve Bayes in reality, is not one classifier, but a class of probabilistic classifiers. The
basic idea is that, given an input vector, that represents the unseen data point, a Naïve
Bayes classifier, applies the Naïve Bayes theorem, assuming independence between the
features of the given input vector. The likelihood of the features can be assumed to
follow a distribution. Thus, the Naïve Bayes classifier can use the Gaussian or Bernoulli
distribution, etc. In this work, the Gaussian variant of the Naïve Bayes classifier is used.
The main advantage of the Naïve Bayes classifier is that can achieve high accuracy with
small data, in contrast to more complex models, such as the neural networks.

The SVMs are in contrary to the Naïve Bayes, a non-probabilistic family of classi-
fiers. The main idea behind the SVMs, is that the objective is to find a hyperplane that
splits the classes of the training set with the largest margin. When the new unseen data
is fed to the SVM, the prediction of the label is occurred based on which part of the
hyperplane it falls. The SVMs can handle both binary and multi class problems and are
supposed one of the best classification algorithms [7].

The classification process involves accumulating several samples from the path-loss
evaluation. The collected samples are then used to extract a set of commonly used features
using the correlation, and statistical tests, such as chi-square, in different topologies. It
is important to note here that the position of the end-node is excluded, and other features
were investigated, as the LoRa localization can have a distance error of 300 m [19]. In
this work, we have concluded to use the TP, total energy consumed, and the total packet
sent as the feature vector.

Finally, it is important to explain how ML is considered in the framework of this
research work. The goal is to assign a value to the SF. As explained in the previous
section, the values of SF vary from 7 to 12. So, the problem of SF assignment can be
considered as a classification problem. Due to the fact that the target values range from
7 to 12, the classes are numbered to 6. Hence, the problem of the SF assignment should
be considered as a multi-class classification problem.
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6 Performance Evaluation

6.1 Simulation Parameters

Regarding the needs of the results’ presentation, we conducted the following experiment
in the FLoRa simulator environment. The necessary simulation parameters for the con-
duction of experiments are presented in Table 1. The LoRa topology consists of multiple
end-nodes varying from 100–700 with a 100-node step, for two different cases.

Table 1. Simulation Configuration.

Parameter Urban Suburban

Network
Size

480 m*480 m 9800 m*9800 m

Number of
Nodes

100–700 100–700

σ 0 0

Spreading
Factors

7–12 7–12

Code Rate 4 4

Number of
GWs

4 4

Bandwidth 125 KHz 125 KHz

In our simulations,we considered a network of urban and suburban setup. For this rea-
son, we used two different models derived from papers [12] and [20] for both cases. Two
different areas examined 480m*480mand a topology based onOulu townwith coverage
area of 9800 m*9800 m. The deployment of the end-nodes was determined randomly in
the topology. In this simulation, the stationary mobility model was used. Moreover, the
energy consumption metric is considered as the ratio of the energy consumption of all
LoRa nodes and the cardinality of the messages received by the NS.

6.2 Simulation Results

In this section, the simulation results are presented. The goal in this case is to extract
the suitable SF that could be used for the transmission between NS and the end-nodes.
For this reason, we start by the integration of the classifiers for SF assignment, knowing
the TP, total energy consumed, and the total packet sent. The dataset in which the
classification algorithms were applied was created by running the LoRa simulations.
After checking about missing values and checking the different values, we standardized
the data.

When the dataset is created, the dataset was split into a training, validation and test
dataset. To evaluate the classifiers in the context of LoRa and SF selection, the K-Fold
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cross-validation technique was also used. In K Fold cross-validation, the data is divided
into k subsets. This method is repeated k times, such that each time, one of the k subsets
is used as the test set/validation set and the other k-1 subsets are put together to form a
training set. The error estimation that comes from, is averaged over all k trials to get the
total effectiveness of our model from FLoRa.

Furthermore, as far the k-NN classifier is concerned, it was necessary to find the
optimal k (neighbors) number for our dataset. The results showed that with k = 3 and
cross validation of 10-fold, an accuracy of 95 percentwas achieved. In Fig. 1: left diagram
the best number of k, in terms ofmisclassification error is presented, while in the right the
accuracy of each fold in the cross-validation process in the urban and suburban scenario
is presented.

D = (
∑n

1
|xi − yi|p)1/p (3)

As shown in the Eq. 3 in order to classify the SF, we calculate the distance between
the features, using p = 2, in order to have the Euclidean distance.

Fig. 1. Left diagram: The optimal number of neighbors. Right diagram: Results of the accuracy
on 10-foldcross-validation.

As far as, the Naïve Bayes classifier is concerned, the Gaussian, Multinomial, the
Bernoulli (for multi-class problem) variants of Naïve Bayes were examined, with 10-
fold cross validation. As it turned out the Gaussian variant with an accuracy around
80% in the cross validation. As far as the SVM is concerned, the SVM parameters were
selected according to the Grid Search and Random Search methods. Specifically, after
limiting the parameters by the Random Search method, the Grid Search was conducted
to the parameters. The parameters that achieve high scores are a) the linear function as
the kernel function, and b) c = 10. The mean validation score is 0.946.

After the training phase, the classifiers were evaluated in the test dataset, thus the
confusion matrix (cm) of each classifier in each scenario (urban and suburban) is pre-
sented in Fig. 2. Specifically, x axis of the cm is the actual class of the dataset, and in y
axis is the class that has been predicted by the classifier. Cm also shows the class that
the classifier gave wrong answer. Cm is a very important metric, should be highly taken
into consideration regarding the evaluation. In the first row the cms of the k-NN, Naïve
Bayes, SVM (in this order) for the urban case, while in the second row the cms of the
suburban case are presented (in the same order as previously).
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Fig. 2. The classifiers’ confusion matrices first row the urban scenario, second row the suburban
scenario, from the right to the left the k-NN, Naïve Bayes, SVM

All three classifiers are very accurate in their prediction. The k-NN, predictions are
correct in most of the cases, and only in the classes of SF 7, 8, and 11, some errors may
be found in both urban and suburban cases. The Naïve Bayes performed the least good
as some misclassification errors occurred in the classes SF 7–12 in both cases, but in
acceptable level. The SVM, performed very well, as some errors occurred only in classes
SF7 and 8.

Finally, we present the final metrics included in the tests. The classifiers were eval-
uated by the metrics of accuracy, precision, recall, and F. Accuracy is the ratio of the
correct predictions. Precision per class is the ratio of the number indicating the correctly
predicted answers by the overall answers that predicted this class. Recall per class is the
ratio of the number indicating the correctly predicted answers of the class by the number
of the actual instances of the class. Last but not least, the F1 metric is defined in Eq. 4.

F1 = 2
Precision ∗Recall
Precision + Recall

(4)

In Table 2, the above-mentioned scores are presented. As the table shows, the k-
NN and SVM algorithms achieve high scores on all 4 metrics, with the highest being
the SVM in the urban case for a small margin to the k-NN, while the k-NN achieved
higher in the suburban case. Naïve Bayes scored the least in the urban case, while in
the suburban case scored less than the other classifiers but with smaller margin. These
high scores imply that k-NN and SVM may be used effectively for the SF assignment
in LoRa networks.
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Table 2. Metric Scores

Metric k-NN Naïve Bayes SVM

Urban Suburban Urban Suburban Urban Suburban

Accuracy 0.9446 0.9429 0.8000 0.9171 0.9679 0.9357

Precision 0.9459 0.9430 0.8012 0.9107 0.9670 0.9357

Recall 0.9458 0.9391 0.7941 0.9243 0.9658 0.9343

F1 0.9456 0.9401 0.7944 0.9391 0.9663 0.9344

7 Conclusions

In this paper, LoRaWAN and ML has been studied in terms of classification for SF
assignment in order to save module’s energy requirements.The proposed mechanism
achieves an improvement on performance accuracy by using ML and k-NN in order to
extract the suitable SF factor for the transmission of the data. In order to have a reliable
and good classifier, it is necessary to study the metrics that allow classifier evaluation.
In this work, Accuracy, Precision, Recall, and F1 metrics were used showing that the
k-NN and the SVM classifiers can be promising, as the scores in terms of these metrics
were high. Finally, the effectiveness of the classifiers is also presented in the confusion
matrices, where in both urban and suburban cases.

Our future work includes the population of a configuration file after the ML study
which will be suitable to configuration network server in OPNET1 topology on the fly
based on SF recommendation of theML. This library will be implemented as an external
tool able to be integrated for future works and will be able to set various parameters that
will improve the performance accuracy of the system based on aMLmodel. Specifically,
the NS with the data obtained could update the node’s parameters, whenever downlink
window is opened.Moreover, it is intended to evaluate the above accuracy improvements
in real life scenarios such as for Search and Rescue (SAR) operations, in the framework
of WeSAR project. The evaluation will be conducted using hardware such as the Pycom
modules (e.g. LoPy, FiPy2) and the Dialog DA14861 wearable module.
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Abstract. Malicious content on the web became a global risk at web users, its
huge spreading made users vulnerable to all types of cyber attacks that can be
performed behind websites. Many recent researches were proposed to detect mali-
cious content. In this work, we propose a chrome extension to defeat the majority
types ofmaliciousweb content by analyzingURL and page content. The extension
is based on a relevant list of malicious features geared with a machine learning
classifier also it integrated Google safe browsing for more precision. The obtained
experimental results demonstrate the effectiveness of our extension for detect-
ing the malicious content which proved by the perfect result scored on several
classifiers with 99.5% accuracy.

Keywords: Web browser extension ·Malicious content ·Machine learning ·
HTTP request and response analysis

1 Introduction

Nowadays, the web became a more essential part of human life, it responds to all the
needs of people of communicating, business, entertainment, banking, shopping, and
many other activities are done via web applications. The content of the web is evolved
from simple static HTML web pages to complex dynamic web application, which is the
result of the evolution on the web activities. With this huge and fast evolution on the
Internet and the exchange of sensitive data, the risk of steal or lose of user information
is increasing day by day due to the increase of malicious content on the web and the
evolution of Cyber-attacks. This makes the security of web application more important
than any time before. This risk made people worry about their information and data
which lead them to find methods or techniques to protect it. The detection of malicious
web content is a very sensitive topic which is always in research to keep pace with
development of the web, to prevent this content there are many techniques that have
been developed. We can distinguish two categories of prevention techniques:

Server-side prevention techniques: those techniques are implemented on the website
most of them related to the configuration of files and source code to prevent the execution
of scripts or explore the database.

Client side prevention techniques: those techniques are implemented on the client
machines as proxies, firewalls, and Browser extensions.
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In this paper we propose a Google Chrome browser extension (WebGuard) which
based on analyzing both the URL and the page content with a minimized features list
in order to accelerate the detection process and inform the user as soon as possible,
WebGuard also uses Google safe browsing service to check the malicious web content.

The rest of this paper is organized as follows. Section 2 provides related works
on malicious web content detection, Sect. 3 presents our proposed approach in details.
Section 4 explains the experimental results. Finally, Sect. 5 contains a conclusion and
some directions for future work.

2 Related Works

There are many approaches that have the same purpose of our work:
Sirageldin et al. [1] proposed an approach to secure web content based on a model

of three components: Feature Extractor, Learning &Model Selector, and the Detector. It
begins with the extraction of features, then training on a data set, and finally the detection
of malicious content.

• Feature Selector: Themain step in thiswork is the selection of features, thismodel uses
39 features, 21 of them are new or modified and the others are obtained from previous
works, the set of features is divided into two categories: URL Lexical Features, Web
page content features.

• Learning & Model Selector: It needs a data set to train the model and select the
classification algorithm that gives the best results.

• Detector: It uses the training model from the previous step to make the classification.

Anand Desai et al. [2] proposed another approach to secure web content against
phishing; they use the UCI Dataset (University of California Irvine) to train a classifier
after the extraction of features from the URL. This approach is based on three major
steps: Obtaining Dataset, extraction of features and classification.

• Obtaining Dataset: The Dataset is obtained from UCI-Machine Learning Repository
which contains 11055 sites which are classified as phishing sites and benign sites, and
each site has 30 features. As some features uses standard database and some of them
are impossible to extract, the dataset is restructured to contain 22 features.

• Features extraction: The model is based on 22 major features such as: the length of
the URL if the length of the URL is more than 52 characters the site is considered as
a suspect phishing site. Google Index to check whether the site is found in Google
Index or not, generally phishing sites are not indexed by Google.

• Classification: This approach is based on three Machine Learning Algorithms which
are:K-Nearest neighbor (KNN), SupportVectorMachines (SVM)andRandomForest.

M. Aldwairi et al. [3] proposed an extension named MALURLs, This extension
detects malicious websites based on the lexical features of the URL and the features of
the host, it uses genetic algorithms and the Naive Bayes classifier to classify the sites.
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• Features extraction: The features used in this approach are divided into three cate-
gories: The lexical features of URLwhich are: the length of the main domain, domain,
hostname, length of the URL, number of dots in the URL, also tokens in hostnames
and tokens in the URL path. The features of the host as: IP address, geographic prop-
erties, DNS properties, time to live (TTL), DNSA, DNS PTR, DNS MX records,
WHOIS information and dates. Special features as: JS enable/disable, HTML Title
tag content (<title></title>), 3-4-5 grames, Term Frequency and Invers Document
Frequency (TF - IDF)

• Classifier: It is a component based on the Naive Bayes algorithm, it uses the features
extracted from the URL of the previous step to classify the sites are malicious or not.

Immadisetti et al. [4] proposed an approach which is based on machine learning
model which is based on the Convolutional Neural Networks (CNN) algorithm, to
analyse the extracted Features and classify the sites.

2.1 Comparison of Previous Works

In this subsection we would make a comparison of the works that we reviewed in this
section. Our comparison based on the common characteristics of those works.

The following Table 1 gives a comparison between all presented approaches.

Table 1. Approaches comparison

Approach 1 Approach 2 Approach 3 Approach 4

URL analysis × × × ×
Web page analysis ×
Type Framework Google Chrome

extension
Lightweight
System

Classification
model

Detected content
type

Web pages phishing Websites Websites

3 Our Approach

In our work we have implemented a web browser extension named Web Guard, it is a
Google Chrome extension that intercepts any traffic between web server and Chrome
browser.WebGuard analyses the requests and responses fromweb sites in order to detect
the malicious content of websites. WebGuard has three major components: Feature
Extractor, training module and the classifier (Fig. 1):
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Fig. 1. General architecture of WebGuard extension.

3.1 Features Extraction

We choose specific features extracted from URL and Web Page that help our classifier
to classify the web site, the web sites have a huge number of features so we reduce
the number of features in order to optimize the execution time of the extension, as it is
mentioned in Table 2.

• URL Lexical Feature: Lexical features are the textual properties of the URL itself
such as URL length, number of dots etc.

• Page Content Based Features: the source code of the web page is an important source
of feature for identifying malicious web pages because it contains several malicious
features such external links, hidden scripts and more.

– DHTML or HTML features: DHTML or HTML feature includes word count, dis-
tinct word count, and size of I-frame. These features are exploited by the attacker
for obfuscating the malicious code or script into the web page.

– JavaScript features: JavaScript is one of the popular scripting languages which is
used as the validation code for the web page[5]. Some functions in the JavaScript
are quite vulnerable and are exploited by the attacker for injecting the mali-
cious script. These malicious scripts get executed just by clicking on the page.
Some of JavaScript functions which are most exploited are eval(), escape(),
unescape(),exec(), ubound() etc.

For example the unescape() function used to decode escaped sequences to the original
set of characters.

So the attacker can maskmalicious code with escape() function then use unescaape()
to decode it then execute it with eval() function.

In this example this instruction:

<script>
eval(unescape(‘%61%6C%65%72%74%28%27%68%61%78%21%27%29’))
</script>
Is in real Alert (‘hax!’);
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• Google safe browsing: Safe Browsing API [7] is a Google service that lets client
applications check URLs against Google’s constantly updated lists of unsafe web
resources.

Table 2. List of selected features

Features Explanation

Double slash redirection
Longest domain length
Number of dots
URL length
Host length
URL Scripts
Sub-domain (www)
HTTPS
Domain (.com,.net…)
Numbers in URL
Count number
Count letter
Rank host
Google search engine
JavaScript in URL
Malicious script in content
External links
Iframe count

Detecting if there are double slash redirecting in the URL
Calculate the Length of the Domain
Calculate the number of dots in the URL
Calculate the Length of the URL
Calculate the length of the Host
Detect the scripts and commands in the URL
Check the type of the Sub-Domain
Check the HTTPS protocol
Check type of the Domain
Detect if there is numbers in the URL
Count numbers in The URL
Count letters in the URL
Check the rank of the Host
Check the URL by Google Search Engine
Detect JAVA Script in the URL
Detect the malicious scripts in the web page
Detect if there are external links in the web page
Count the I frames in webpage

3.2 Learning Phase

In order to train the classifier we have prepared a dataset is composed of 600 sites. Our
dataset contains 300 safe web sites which extracted from Alexa top sites and 300 mali-
cious web sites extracted from previous researches. In this phase we generate the trained
module which stores the data of the training phase so in new classification operation the
classifier predicts directly from the module, it doesn’t need a new training session which
is a positive point to reduce the process time.

3.3 The Classifier

For good classification results we test our extension with four machine learning algo-
rithms which are: Support VectorMachine (SVM), Naive Bayes (NB), KNearest Neigh-
bors (KNN), and Random Forest Algorithm (RF). The selection is based on the best
results of precision detected by the previous algorithms.
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4 Experiment and Results

4.1 How It Works

Our extension starts with analyzing the visited URL, through the following steps:

• Read the URL as String.
• Extract the selected features.
• Compare to the trained model.
• Get the result.
• If the URL is malicious alert the client.
• Else analyze the content.

The second stage of content analysis passes through the following steps:

• Read the HTML and JS content of the WEB.
• Extract the selected features.
• Compare to the trained model.
• Get result.
• If it is benign, permit access to the website.
• Else alert the user.

4.2 Experimental Procedure

The experiment is passed via four phases. Firstly, we prepare the data set of 600 entries.
Secondly we extract the relevant features from the websites. Thirdly, we generate the
trained model. And finally, the generated model is tested using 10 cross folds method
which devise the dataset to 10 parts for the training and the test at the same time.

4.3 Results

After the experimentation, we present the obtained results of the accuracy, recall and
precision of our extension using four algorithms of classification, which are the Random
Tree, Naïve Bayes, SVM, and KNN. The obtained results shown in the Table 3:

Table 3. Results metric of our extension (Accuracy, Precision, Recall)

Classifier Accuracy Precision Recall

Random Tree 99.5% 99.7% 99.3%

SVM 98.8% 99.3% 98.3%

KNN 98.5% 100% 97%

NB 98.5% 98.7% 98.3%

During the test our extension scored a high accuracy, precision and recall, these
scores are result of the right selection of features set which improved this results and
make our extension a powerful tool against the web malicious content.
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4.4 Discussion

The following table (Table 4) shows comparison between our extension and the closest
one from the previous works (Approach1) using the common classifiers between them.

The found results show that our approach achieves better results than approach 1,
using the same data set.

Table 4. Comparison between WebGuard and Approach 1

Classifier Accuracy Precision Recall

WebGuard Approach 1 WebGuard Approach 1 WebGuard Approach 1

SVM 100% 93.57% 100% 92.8% 100% 93.85%

KNN 99.7% 92.9% 100% 98.4% 99.7% 88%

NB 99.7% 88.47% 99.7% 89.6% 100% 90.7%

5 Conclusion and Future Work

In our project we have studied existent approaches of detecting the malicious web con-
tent. The study shows that those approaches still incomplete andhave several limitswhich
led us to developed a Google chrome extension "Web Guard" to defeat the malicious
content on the web by analyzing the URL and page content from websites to detect the
malicious web pages. The obtained experimental results demonstrate that our extension
detects perfectly the majority of malicious websites during the test phase, which prove
the effectiveness of our selected features list to detect malicious content with 99.5%
Accuracy. Our approach focused on analyzing URL more than the page content, it can
be improved by focusing more at the analyzing of the content, and adding a database
with user feedback to improve the process of classification and support all web browsers.
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Abstract. Online scams, unsolicited advertisements, messages contain-
ing malicious files and other forms of spam continue to be a nuisance
in today’s internet, wasting users’ time and causing financial damage
to companies and organizations. There have been many proposals on
how spam should be stopped, from various kinds of spam filters to leg-
islative measures. One of the more extreme suggestions is fighting back
by bombarding spammers’ servers with a deluge of HTTP requests. In
the current study, we revisit this idea “filters that fight back” originally
proposed by Graham in 2003, and investigate why the approach has
received little attention recently. We also showcase an example solution
that automatically sends false information back to spammers by filling
forms on their websites or replying to mail addresses they have provided.
We offer a conceptualization and future agenda of filters that fight back,
and discuss the ethical and technical challenges related to this solution.

Keywords: Spam filters · Filters that fight back · Offensive defense ·
Cybersecurity · Offensive security

1 Introduction

Unsolicited messages sent to a large number of recipients, prominently referred
to as spam [8], have been a major nuisance in the internet almost ever since
its conception. These messages can be, for example, commercial advertisements,
attempts to obtain users’ personal information or messages related to financial
fraud. Spam messages regularly contain links to dubious web pages built with
the goal of phishing or distributing malicious software.

Spam can be annoying to deal with and wastes recipients’ time [20]. Thus,
significant efforts have been devoted to prevent spam messages from reaching
their destination, for example, by using spam filters and restricting spam with
legislation. During the 90’s these filters were mostly rule-based, but today more
complex solutions such as statistical spam filters [19] and filters based on artificial
neural networks [1] are widely used by prominent email service providers and
sometimes also by end users. Despite these countermeasures, users still react
and respond to spam messages in high enough numbers to make spamming a
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profitable business. Botnets such as Necurs [4] have been employed by spammers
to effectively and effortlessly send large numbers of spam messages.

During the 90’s, the number of spam emails increased steadily, amounting for
as much as 90% of all email in 2008 [11]. More recently, unsolicited messages have
gone down to 50–60% of all email traffic [15,23]. Today, spam campaigns have
been moved to other mediums besides email, for example, to instant messaging
applications, phone calls and social media platforms [2].

While spam filters can analyse spam messages and use them as data for
training machine learning models to better detect and block spam [9], most spam
filters simply settle for deleting spam messages after they have been detected,
taking no further action against the perpetrator. This paper explores the idea of
punitive spam filters that aim to incur a cost to a spammer each time they send
junk messages. We explore the idea of filters that put a strain on spammers’
servers by bombarding their servers with HTTP requests [13]. This idea was
originally proposed by Graham in 2003 [13], but contains several ethical and
technical challenges which make using such techniques non-straightforward.

In this study, we first talk about Grahams’ proposal in detail and go through
what has been studied in the academic field on filters that fight back (FFB)
back since then. Subsequently, we present an example solution created for this
manuscript that illustrates the idea of filters that fight back. This solution fills
forms on spammers’ websites with fake information or alternatively provides
automated bogus answers to spam messages. We follow this example with dis-
cussion on the technical, ethical and legal challenges of FFB as well as the
benefits of such solution. We conclude the work by providing a future agenda
for researchers and engineers interested in FFB.

2 Filters that Fight Back - The Current View

The original concept of FFB which Paul Graham talked about on his website [13]
proposed the idea of punishing spammers by sending bogus data back to them.
The solution would be implemented by adding a “punish mode” feature to spam
filters [13,24]. When turned on, this mode launches a counterattack on spammers
by opening all the URLs in a spam message N times (N is 0 or greater, chosen by
the user). The web pages are crawled, that is, all the links on the found pages are
followed (which can be repeated for k levels of links) [12]. Consequently, send-
ing huge amount of spam messages now works against spammers, flooding their
servers with HTTP requests increasing the bandwidth usage and inflating the
costs of maintaining a webpage. The deluge of requests can also make the spam-
mer’s servers unavailable to those users who would otherwise have responded
to the spammer in good faith and fallen into the scam. If the spammer churns
out a million messages an hour, they will potentially receive millions of hits
an hour on their servers. This would make operating scams through spamming
unremunerative.

Although a URL sent to millions of people is likely to be an address of a spam
page, it is important to ensure that HTTP requests are only launched against
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spam pages. Graham [12] suggested only crawling sites that are on a special
blacklist. Web pages are blacklisted only after being inspected by humans. As
a spam message has a lifetime of couple of hours at least, the blacklist can be
updated in time to ensure counter-spam measures can be activated against the
adversary.

The challenge from the spammers’ perspective is the fact that to reach a few
gullible recipients who will reply, the spammer needs to send messages to tens
of thousands of recipients if not more. FFB has the benefit of enabling the non-
gullible majority to make it more difficult for most ductile users to fall for scams.
Here one additional potential positive consequence for users is, that in order for
spammers to protect their servers against a deluge of HTTP requests, they could
be prompted to provide their victims an “unsubscribe” option. This would free
spammers from counter-spam and enable recipients to free themselves from the
spammers’ mailing list [12]. The problem here of course is that as the tech-
savvy spam respondents unsubscribe, the more gullible victims would remain in
spammers’ mailing lists.

An idea similar to Graham’s scheme was used in practice when Lycos Europe
web portal launched a screensaver that sent HTTP requests to websites that were
known to be promoted in unsolicited mail messages [14]. An advertisement on
Lycos Europe’s urged the users to “annoy a spammer now!”. As the percentage
of spam mails has decreased over the years, it appears these kinds of campaigns
have became less commonplace. One of the reasons for this could be that modern
machine learning-based spam filters have evolved to be so efficient in screening
and deleting spam emails [9] that no further action is needed. An additional
reason could be that spammers are choosing to host their websites and spamming
operation on servers with a flat rate charge. As an extreme example, if an FFB
solution would be implemented on an web hosting company X email service, we
could see a case of web hosting company X filters sending counter-spam to a
web hosting company X server hosted by spammers. Therefore, it is not in the
interest of web hosting company X to use FFB.

One of the most recent examples of FFB technical implementations comes
from a bachelor project carried out at the Delft University of Technology. In this
project, Bansagi et al. [3] created a system that recommends replies that are
sent back to spammers, making it easy to waste a scammer’s time and money.
The authors developed a Google Chrome plugin to enable quick replies to spam
emails. This solution, however, does not include offensive defense in the form of
crawling the scammer’s website.

Spam emails are typically sent using botnets consisting of infected machines.
That is why it is often difficult to directly target this infrastructure built by
spammers. By targeting the spammers’ dubious websites and feeding them fab-
ricated information, their operations can be disrupted. Although tech companies
such as Microsoft have managed to take down huge botnets such as Necurs [4],
smaller scale operations can still be beneficial. Hence, here we focus on attacking
spammers’ websites.
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3 Our Example Solution

For the purpose of illustrating how FFB could work in the modern online ecosys-
tem, we created our own conceptual solution that wastes spammers’ time by
automatically sending fake information to them. After all, spammers usually
aim to collect information about their victims. In what follows, we discuss a
conceptual solution for sending fallacious data through web forms and email.
Figure 1 shows the general idea of our solution.

Fig. 1. An overview of how FFB operates. The FFB module responds by targeting the
malicious website to which the scammer tries to lure gullible victims.

3.1 The Algorithm

A high abstraction level skeleton of a general algorithm for FFB implementation
that is invoked when an email is identified as spam, and which crawls weblinks
given in spam messages, is described below in pseudocode:

If the mail is a spam message
If the mail contains URLs

For each URL
If the URL is on the blacklist

Crawl each subpage of the website K levels deep
Load the subpage N times
If the subpage contains a form

Fill in fake information M times
If the mail contains a form

Respond with fake information

If the spam filter classifies a received mail as spam, the mail is checked for
URLs. Each URL is then tested against a blacklist, and if the URL is on the
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list, it is chosen for further inspection. The subpages under the main address are
crawled and loaded N times, following Graham’s scheme. This is done K levels
deep, meaning all possible link chains (with the length of K− 1 or smaller) from
the main page are followed. However, if there are a huge number of subpages,
this process could be stopped after a specific number of pages to avoid needlessly
wasting our own time and resources. Also, the punitive functionality suggested
by Graham could be completely turned off by setting N to 0.

Each crawled subpage is also checked for forms. If a form for collecting a
user’s information is found, it is filled with fake information. This can be made
several (M ) times, but depending on the checks implemented on the spammer’s
server, the form might only be accepted once. The process of generating fake
information and filling in the form is further discussed in the next section.

Finally, the body of the received email can also be checked for forms. This
is not usually a HTML form but a list of details that the spammer wants the
user to fill in and reply to an email address. Using the same fake data generation
functionality as previously on the spammer’s website, fallacious information is
created and sent to the email address provided by the scammer.

It is worth noting that the conceptual solution we have presented employs
many other components: an email client, a spam filter, a blacklist, and a fake
data generator. Still, our scheme is independent of how these other components
have been implemented. The solution could be added to an email client like
Mozilla Thunderbird as an extension. The spam filter and the blacklist can use
any of the currently available approaches as long as they are accurate enough so
that they do not produce a significant number of false positives. The fake data
generator can be a part of the implementation or a component implemented by
a third party. It has to be able to generate believable bogus names, addresses,
phone numbers etc. Our solution can also be applied to other types of spam
messages such as SMS spam or spam in Facebook or Twitter.

3.2 Filling in the Forms

An important part of the discussed conceptual solution is filling in the forms
on spammers’ websites. Web forms are typically included in phishing websites
which aim to steal victims’ credit card information or other details. The entities
in the form (such as name address, phone number) can be recognized by using
relatively simple rules such as looking at the descriptions and names of the form
fields seeing if they match known entity names. If the meaning some form field
cannot be recognized, we can simply fill it with random content. The filters could
also use human assistance for finding the type of some specific field and then
collaboratively share this information to other filters that are also completing
the same form.

After the form has been found and the types of the fields have been decided,
the fake data generator will generate an appropriate input for each field. This
kind of fake data generating component has to use a large list of possible values
in order to make the fake details convincing [16,17]. It has to be able to generate
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wide variety of valid values such as addresses, phone numbers and social security
numbers.

If the form submission fails, we can retry submitting it a certain number of
times. In many cases, the red text indicating an error near a form field can be
used to guess which field was not accepted, and a different value can be chosen
for that field. The filters can also share information on what kinds of values were
successfully accepted for a specific form.

One challenge is the fact that many forms which require credit card infor-
mation. A seemingly valid fake credit card number can be generated but if the
spammer’s system immediately attempts to charge the credit card, deceiving the
fraudster will not succeed. Checking the validity of the provided card number
wastes spammer’s resources (computational power or human effort).

There is also an interesting side effect when feeding false information to spam-
mers. If some unique piece of fake information – also called honeytoken [5,22]
– is included in the data given to spammers, it could later resurface somewhere
else. Consequently, planting honeytokens can help in tracking and attributing
spammers [18,21], as well a finding out where they sell the information.

4 Discussion

Supplying spammers with fake information poisons their database and wastes
their time. Perpetrators can no longer be sure which entries fake are and which
are not. This resembles scambaiting, which aims to waste the scammers time
and resources by exchanging messages with them, but in our scheme the whole
process is automatic. We summarize the key findings of the potential damage
FFBs cause spammers below:

– wastes computational resources and bandwidth
– wastes spammer’s time (when the obtained information is processed manu-

ally)
– prevents gullible users from becoming victims of phishing
– may cause software development related costs when the spammers have to

fix their website or information gathering model so that poisoning becomes
more difficult

– damages the spammer’s reputation as a business partner if poisoned low-
quality data is sold.

4.1 Technical Challenges

A potential challenge with our scheme is the fact that clicking links in spam
mails and replying to spammers often causes them to send more spam mail.
However, when this happens, the punitive filter will punish them even more,
and as long as the spam filter works, the user does not see increasing amount
of spam. The increased bandwidth consumption should not be a problem with
modern broadband connections.
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Another potential weakness of the solution is that blacklists are prone to
abuse. While our scheme is independent of the implementation of blacklist, it
is important to ensure that untrustworthy individuals or spammers themselves
cannot easily poison the blacklist with entries that should not be there. Also,
simply being on the blacklist does not cause a website any problems, it only gets
hit when it is already blacklisted and a new spam message arrives with a link to
the site arrives [12].

4.2 Ethical and Legal Issues

One can argue that this kind of offensive defense and “striking back” is immoral
or illegal [6]. It is not completely clear whether loading spammer’s webpages a
few times means participating an organized denial of service attack or whether
automatically filling spammers’ web forms constitutes any kind of offense. In
some jurisdictions, however, the user might be rendered legally liable.

Spammers may not be likely to take the matter to court, but if some innocent
party was accidentally targeted, things might be different. Still, the solution we
propose is very different from “hacking back”, that is, which would mean tracing
back to the attacker and invading their system. There are probably very few, if
any, precedents pertaining to this kind of offensive defense. Of course, what is
permissible from a legal or ethical points of view, also depends on who is doing it.
Some kind of authority could also take care of striking back against spammers.

4.3 Benefits

Our solution has some additional benefits compared to Graham’s original solu-
tion. It not only increases the load for spammers’ servers, it also deteriorates the
quality of the data they receive. Several spammers and other cybercriminals may
try to use the poisoned data if the data is sold. Moreover, the data is potentially
made traceable with honeytokens. Our solution is also more likely to waste time
of human perpetrators, as the information spammers receive may be manually
examined.

If the functionality of loading webpages repeatedly is turned off, our version
of a FFB also does not have the problem of launching denial of service attacks
in the same sense Graham’s solution does. For example, If the spammers web-
site shares a host with some other innocent customers, continuously bombarding
the spammer’s website can cause needless collateral damage. Our solution, when
used without repeated page loads, avoids this problem. Then again, if this func-
tionality is turned off, then the filter does not protect gullible users from falling
for the scam as effectively.

The conceptual solution we have presented does not depend on the envi-
ronment where spam needs to be combated. Along with the email system, our
solution can also be used for counter spam messages in social media or text
messaging (SMS) spam. Another application is fighting search engine spam [10].
For all these types of spam, filters have been build and our solution could be
combined with those filters.
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5 Conclusions and Future Agenda

In this paper, we revisited the idea of FFBs introduced by Paul Graham in
2003 [13] that has since been dormant and seen minimal attention in the sci-
entific community. To see whether FFBs are still a viable security measure, we
developed Graham’s idea further and provided an example case of a spam fil-
ter that provides a form of offensive defense by replying to spammers with fake
information and wasting their time. The solution works on individual cases, but
large-scale application of this approach remains untested. In addition to this
example, other versions of FFB adjusted to the modern online ecosystems have
been presented (e.g. [3]) but these filters have not been widely adopted in prac-
tice either. With regards to evidence as to why FFBs are currently not used, the
following main reasons emerge:

– Ethical concerns related to the justification of offensive defense and its large
scale operation.

– Security concerns related to misuse (intentional or unintentional) of FFBs.
– Advances made in other spam filters and other technologies for curbing ram-

pant spam messages.
– Spammers’ utilization of 3rd party flat rate online services for their schemes,

where FFBs would not in fact cause major damage to the spammer.
– Other concerns related to the feasibility and effectiveness of FFBs such as

FFBs alerting the scammer that their operation has been detected, and FFBs
enabling scammers to reverse engineer ML-based filters.

While these certainly seem to explain the lack of use of FFBs, it might still
be early to throw away the idea of offensive defense against online spam. In fact,
recently we have seen the rise of scambaiting, that is, online streamers and con-
tent creators making fun of scammers and wasting their time [25]. This activity
takes a harmful activity (scamming) and turns it into popular entertainment.
While scambaiting also has obvious ethical concerns, in principle it serves to
educate people about scamming, cause harm on scamming as a business and
protecting potential scam victims, in addition to being entertaining. For these
reasons, we believe that FFB should also deserve further attention from the sci-
entific community to see whether it can be applied to make the internet a safer
environment. Here we would like to provide a future agenda related to interesting
research topics and questions in the domain of FFB.

First, an empirical longitudinal analysis of the consequences of using FFBs
in the large scale could be carried out. This analysis needs to focus on both the
impact FFBs have on spammers and scammers, and the impact FFBs have on
service providers. To this end, a FFB implementation of our solution and field
work testing of it is required. Here we identify legislative and ethical challenges in
addition to the technical. Second, further analysis is required on whether FFBs
could be abused by making them target innocent or trusted parties. Third, the
possibility of sending honeytokens to the scammers’ system and being able to
track information that the scammers have is another promising future research
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avenue. For example, this could enable discovering which scammers are con-
nected to one another. Fourth, the ethics and lawfulness of offensive defense
deserves attention with regards to FFBs, scambaiting and other forms of means
to retaliate. Online vigilantism, sometimes discussed as digilantism [7] which
includes FFBs, remains in many regards problematic. While in the ideal situa-
tion authorities would take care of cybercrime, there are many reasons as to why
this is not currently the case. These reasons include lack of technical skills of the
authorities, the global scale of the cyberworld where people operate in the same
environment under different sets of laws and the rapidly changing and evolving
nature of the internet.
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Abstract. The current study evaluates the malware life cycle and devel-
ops a keylogger that can avoid Windows 10 security systems. Therefore,
we considered the requirements of the malware in order to create a key-
logger. Afterward, we developed a customized and unpublished malware,
on which we added as many features as necessary using the Python pro-
gramming language. At the end of this process, the resulting executable
program will execute three main threads responsible for collecting the
screenshots, keystrokes, and creating the backdoor in the infected sys-
tem. Furthermore, we added the required methods to avoid the leading
security tools used in Windows environments. Finally, we tested the exe-
cutable file resulting on different websites as proof of concept in a real
scenario. As a result, the keylogger has avoided Windows 10 firewalls,
user account control, and the antivirus. Moreover, it gathered a signifi-
cant amount of confidential information about user behavior, including
even the credentials of the users, without noticing them.

Keywords: Keylogger · Malware · Evasion techniques

1 Introduction

In recent years, information and communication technologies have significantly
impacted the economic, social, and political sectors. Due to this high impact,
the so-called cybercriminals have identified these sectors as the most prosperous
to commit their cyber-crimes [23]. In this way, during a period when malware
evolved over the years and hereby becoming attractive for cybercriminals to
obtain benefits from, the preventive measures implemented in the different oper-
ating systems advanced as well, offering more protection against these threats to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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their users. However, these users often lack technical training or sufficient knowl-
edge to improve their systems’ security. A typical example would be represented
by any antivirus program, which continuously offers a false sense of security to
the end-user, who believes to be protected against all kinds of threats [22].

Within this context, cybercriminals have focused their efforts on develop-
ing new malware specimens, which are capable of evading the most common
security protections. In order to counterattack such criminal activities, some
protective measures have been developed. Among many others, there are (1)
Antivirus programs, which detect and prevent malicious actions of malware; (2)
Firewalls, which block network connections and prevent attackers from execut-
ing remote commands; (3) Systems for privileged control, such as Windows user
account control (UAC), which tries to maintain system integrity by controlling
the actions that users may perform. Therefore, in the current study, the knowl-
edge and evaluation of these security protection operations have been deepened.
Predominantly we detailed the evasion techniques which are often implemented
in the malware in order to avoid them. Herewith, it is possible to demonstrate
the misleading belief of security that such tools pretend to provide [21].

Therefore, we focus firstly, to simulate the malware cycle phases, which are
represented by design, development, propagation, infection, and performance.
Secondly, different existing evasion methods will be combined. Specifically, the
malware will evade all the mentioned security protections and run on the com-
puter persistently with administrator privileges. The main contribution of this
study is the creation of a personalized and previously unpublished software key-
logger, which has been added, like many other functionalities, as to be necessary
without using existing software.

The remainder of this article is organized as follows: Sect. 2 reports the
related work. Section 3 introduces the theoretical framework in regards to the
keyloggers. Section 4 explains the design and implementation of the malware.
Then in Sect. 5, we evaluated the keylogger using a set of malware evasion tech-
niques. In Sect. 6, we present the obtained results. Finally, in Sect. 7, we clarify
the conclusions of this study.

2 Related Work

The market for data theft and privileged information of computer users through
keyloggers continues to increase. As reported in [7], a work which indicates such
attacks have been generated based on information from more than 70 illicit
data collection points anonymously. The authors stated that they encountered
more than 33 GB of keylogger data with information stolen from more than
173,000 victims. In [19], the authors presented the concept and types of keylog-
gers. Also, they describe the techniques to recognize and isolate them. Some of
these techniques are Anti-Hook [2], HoneyID [6], Black-Box [15], Dendritic Cell
Algorithm, which is an immune-inspired Machine Learning technique [9], and
Bots detection [1], among others. Most are activated based on memory-resident
software with lines of code entered in the operating system start-up files. In [4],
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they developed a technique that consists of simulating a sequence of keystrokes
used as tallow at the entrance. In [10], the development of an application called
SMMDecoy has been presented as a cheat-based technique to detect GPU key-
loggers. Furthermore, in [14], it is mentioned that the approaches or techniques
previously described aim to identify, prevent, and/or eradicate the presence of
keyloggers or other malicious software, sometimes without any success.

In another context, the evolution in technology to authenticate income
through security pins and passwords is no longer as secure as previously assumed.
Instead, new development approaches have been considered to have external
control of mobile devices [13] in which the users surf the Internet. Such is the
case reported in [11], where a gestural recognition system has been proposed.
In [20], the aspects related to Social Engineering have been described. Therefore,
it applies techniques where users are tricked into revealing personal information
or other data they use in their private applications. Finally, the given litera-
ture also reports some other techniques about detecting keyloggers in different
environments, including virtual environments [3,12].

It is word notice that all these research efforts severely lack to coincide with
the one presented in the current study. Furthermore, we have identified the
interest in developing new keylogger proposals to publicize and promote users’
safety and information, which is the predominant reason to propose the present
work. In this way, our proposal has a more precise technological application,
given that users lack to be aware of the new methods of virus propagation. The
efforts made allowed the developed keylogger to have a new approach in the
development of security that can prevent it.

3 Keyloggers

A keylogger is a software or hardware that can intercept and save the keystrokes
performed on the infected computer’s keyboard. This malware is placed between
the keyboard and the operating system. It is used to intercept and record the
information without noticing the user. Also, the keylogger stores the data locally
on the infected computer.

Although there is a wide range of keyloggers, the two main categories are
software and hardware. The most used one is the software keylogger, which is
part of other malware such as Trojans or rootkits. It appears that this is the
easiest to install inside a computer as it does not need to access the machine
physically. Another type of software keylogger has the function of imitating an
API of the infected computer’s operating system, allowing the keylogger to save
every press that is performed. Keyloggers with the software are usually part
of older malware. Computers are usually infected through a malicious website,
which attacks the vulnerable computer by installing malware.

In this context, our study developed a software keylogger to infect Windows-
based systems, which occupy the largest market share. Here, three primary pro-
tection tools are installed by default on all computers and offer the highest
use and the manufacturer’s best defensive line. These tools are Firewall, User
Account Control (UAC), and the Antivirus system.
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The firewall is a mechanism capable of controlling the network traffic that the
system receives. It is highly configurable by the user and filters the reception of
data to the outside equipment. It is based on filtering rules to control everything
the computer crosses. The attackers take this as an advantage. Cybercriminals
do not try to deceive it but take advantage of the circumstance that the user
often performs many Internet services, located at different IP addresses.

The UAC represents a privilege control mechanism, which checks the user’s
permissions who have an active computer session. It also limits the actions that
endanger the system’s integrity by an unauthorized user. The means used to
avoid this protection are very diverse and depend primarily on the operating
system version. However, the best known and used are those based on DLLs’
hijacking, which aims to replace it with another created by the attacker to achieve
its execution [24].

As a final point, as for antivirus, all of them follow a systematic and simi-
lar analysis process, which often consists of three stages of analysis being static
signature, static heuristic, and dynamic. It is intended to identify recognizable
patterns in other known malware specimens, such as hashes, instructions, or text
strings, by analyzing signatures. This represents a simple but effective technique
as the first method of detection. However, it is impossible to recognize new mal-
ware specimens since they have not yet been recognized, and their information
could not be extracted. Later, heuristic analysis is used, representing a static
code analysis, based on heuristic algorithms that try to identify the analyzed
software’s actions through disassemblers; this determines whether the activities
are legitimate or, conversely, represent a risk to the system [18].

4 Development of the Malware

We created a customized and previously unpublished malware. Specifically, we
developed our keylogger using the Python programming language. Subsequently,
we created an executable for Windows-based systems. Therefore, we performed
all implementation phases of the malware life cycle, including the conduction
to the specification of requirements and functionalities. This will determine the
malware’s offensive capabilities, which are detailed in Table 1, along with the
fundamental security principle in which they impact.

Table 1. Malware offensive capabilities list.

Funcionality Principle

Pulsation capture Confidentiality

Screenshot Confidentiality

Remote execution of commands Integrity

Geolocation and capture of hardware capabilities Confidentiality

Persistence Integrity
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Later, once the malware has been implemented, it is only necessary to gener-
ate its corresponding executable file. Then, it allows the program to run on Win-
dows systems without the need for them to have a Python interpreter installed.
Therefore, the tool selected for this purpose has been Pyinstaller, as it offers
encryption functionalities of the executable file generated by a robust crypto-
graphic algorithm. At the end of this process, the resulting executable will exe-
cute three main threads responsible for collecting the screenshots, keystrokes,
and creating the .backdoor in the infected system. Its operation will be described
below by using its flowcharts. The thread is responsible for capturing images on
the target screen, which obtains images every seven seconds. Then it sends them
to the attacker once he has collected twenty, repeating the process mentioned
above continuously (see Fig. 1a).

Afterward, the thread responsible for creating a connection with the attack-
ing server in the form of a backdoor aims to expect orders and execute them at
the reception time (see Fig. 1b). Finally, Fig. 1c illustrates how the thread with
most of the keylogger functionalities mainly tries to collect the keystrokes, classi-
fying them according to the place they have obtained for a more significant user
trace’s behavior. Later it sends them to the attacker through electronic mail, in
which it encloses a compressed file for the images and a plain text document for
the pulsations.

5 Keylogger Validation versus Evasion Techniques

Once there is an active malware based on its specifications and successfully
tested in Windows environments, it is necessary to add evasion techniques. It
is intended that they complement each other to avoid the security measures
discussed previously and run malware without restrictions. Therefore, we may
describe below the evaded security measure, the used technique, and its imple-
mentation in malware.

5.1 Firewall

The firewall typically notifies and blocks incoming connections to the machine,
which have not been previously established. The used evasion technique consists
of introducing a client-server program, where the client part is executed as a
thread of the keylogger. In this way, a backdoor is created in the system since
the attacker keeps listening on an IP address and an invariable port. The client
tries to connect continuously, and therefore, the attacker is enabled to execute a
reverse shell, through which commands may be sent remotely. Therefore, while
the compromised team sends the initial connection to the attacker, the firewall
cannot control whether it requests a legitimate service. Even worse, if contrarily
it is connected to the attacker’s server, it will not be blocked by the firewall
when sending its requests once the connection has been established.
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(a) Flow chart of the thread in charge
of the screenshots.

(b) Flowchart of the thread responsible
for creating the backdoor.

(c) Flowchart of the thread responsible
for collecting keystrokes.

Fig. 1. Flowchart diagrams for creating the keylogger

5.2 User Account Control

This technique is based on how the program fodhelper.exe signed by Windows,
fulfills the condition AutoElevate with the value True as explained in [5]. Subse-
quently, this allows the program to be executed with high integrity. Therefore, all
the generated processes are also executed with these permissions. In this way, it
has verified that the Windows binary executes a registry key that may be modi-
fied by an attacker. Also, it does so with full privileges and without showing any
confirmation on the screen. Therefore, to exploit such vulnerability, new func-
tionalities have been included in the malware source code, aiming to modify the
system registry keys without special privileges. Furthermore, it can run the pro-
gram included in Windows fodhelper.exe to execute these keys with elevated priv-
ileges [16]. Through this technique, malware is transferred to the C://Programs
directory, which camouflages it below the name of another legitimate program.
Later, a new registry key is added at the system start-up to become persis-
tent as the entire process has been executed through a Shell with administrator
permissions. After this execution, the directory C://Programs/SystemUtilitiesC,
where the malware executable file is stored, will be registered. In the same way,
a new entry would be registered in the corresponding path. Hereby, due to this
new entry, the malware becomes persistent, and it starts on each computer boot
indefinitely in time.
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5.3 Antivirus

The implementation of evasive measures partially or entirely disables each of
the analysis phases performed by antivirus programs on the executable file. In
this way, to avoid the first signature analysis, it is only necessary to identify the
conflicting code parts. Hereby, a certain antivirus may be considered malicious
and modify them. Thus, the heuristic analysis should be avoided. Furthermore,
the use has been conducted of compression and encryption techniques provided
by the pyinstaller tool. On this occasion, the use of this module developed in
Python allows it to create executable files compressed using the UPX compres-
sor [17]. It also allows the use of keys to perform encryption using the secure
cryptographic algorithm AES-256 [8]. Thus, upon completion of creating the
executable, the final file has reduced its size and has obfuscated its executable
through encryption. Finally, as the last part of this process, we need to avoid
dynamic analysis, which tries to understand malware’s actions at runtime, leav-
ing a trace of its operation. After completing this entire evasion process and
having included all the described techniques, the resulting executable file is then
ready to run and infect computers.

6 Evaluation of Results

We tested the keylogger using Windows and executed it several times in the
same VMware virtualized environment. We used its Performance Analyzer tool,
of which results were exported to a CSV format dataset to evaluate results.
Then, we used R software in order to perform the statistical analysis of them.
The parameters evaluated were CPU, RAM, and GPU, consumption during the
virus’s execution.

The computational device was working correctly. However, when the keylog-
ger was activated, the processing started to increase CPU consumption. Figure
2a illustrates the power of this malware. We can observe that the processing
increases steadily, resulting in the collapse of the device. The color diagrams can
observe the different states of the processor. The different variants highlight the
cycles they obtain in each thread that the processor receives. Concerning RAM,
we can observe that the size is continually changing. However, when the malware
is activated, RAM begins to collapse. Fig. 2b indicates when the keylogger is on,
the RAM is at the highest point. Regarding the GPU, the malware affected
the graphical interface, causing a slowdown. Figure 2c illustrates a tremendous
change when the keylogger is activated.

In addition, we use the Range diagram to validate the results, which demon-
strates the performance when the keylogger is activated. Figure 3a indicates that
the throughput, i.e., the device, is not working correctly. In this way, we can
observe that the performance objectively grows while remaining constant due
to the device’s collapse. Likewise, Fig. 3b illustrates the device’s performance
variant after the activation of the keylogger, which causes its effectiveness. With
this, we demonstrated the collapse of a system. Also, we observe the number of
critical points in the limits beyond when the device begins to fail.
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(a) Processing when the virus is on (b) RAM when the virus is on

(c) GPU when the virus is on

Fig. 2. Statistical processing at the moment of executing the keylogger

(a) Range Graphics (b) Median Graphics

Fig. 3. Performance of the device when the keylogger is activated

From another proof of concept, once all the needed methods have been
added in order to avoid the leading security tools used in Windows envi-
ronments, the executable file resulting from malware was tested on differ-
ent platforms such as (1) www.virustotal.com; (2) virusscan.jotti.org; and (3)
metadefender.opswat.com. Therefore, we may conclude that the antivirus eva-
sion process has been successful. A 100% antivirus evasion rate has been obtained
after being analyzed by up to 95 different systems. Besides, it has been verified in
a real scenario that the evasion techniques implemented have been sufficient to
infect a target computer equipped with a firewall, user account control, and an
AVAST antivirus. In this way, we may gather that active and undetectable mal-
ware has been developed. This malware can be installed on Windows without the
user’s consent. It has also demonstrated that malware is hidden among legitimate
systems due to its migration to privileged directories by evading user account
control, which allows the malware to run with the highest privileges. There-
fore, based on the actions mentioned above, conventional keyloggers’ benefits

https://www.virustotal.com/
https://virusscan.jotti.org/
https://metadefender.opswat.com
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have been improved by including new functionalities focused on monitoring user
behavior and trace. However, it has also been possible to avoid security measures
installed in the system with administrator permissions and without restrictions,
transparent to any user by having a 100% evasion against the antivirus present
in the current market.

7 Conclusions

In this study, we demonstrate the effectiveness of the evasion techniques currently
implemented in malware. Due to its correct combination during the false life
cycle, we managed to generate an executable file undetectable by the antivirus.
Also, we managed to bypass the protection systems installed in Windows. The
results show the limited security levels of the users and the collapse of the equip-
ment when its performance is affected. Likewise, they demonstrate the need for
more significant defensive measures since cybercriminals improve their offensive
techniques day by day. In addition to this, we expose the security weaknesses
present by default in Windows.
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Abstract. The categorical assumption of this text is framed in the fact that the
practice of Telemedicine inColombia has allowed an ostensible decrease in human
and economic resources in patient care without greater complexity. Likewise, the
incipient task with e-Law has agreed to resolve the constant asymmetries between
citizens deprived of liberty in the Medellín prisons and the judicial authorities,
to invoke rights that are largely unknown. Both Telemedicine and e-Law do not
have a guarantee of legal ethical security with the data, thereby generating the
presence of an imminent risk that the authorities have not yet intervened. This
writing sets out the results of a study carried out at Corporación Universitaria
Americana University Institution ofMedellín - Colombia, which had three phases:
a brief literature review, a consultation analysis by Telemedicine and e-Law and
considerations from the ethics and legality of the Technologies of Communication
and Information (ICT).

Keywords: Telemedicine · E-Law · Ethics · Legality

1 Introduction

This paper expresses the result of a research project that investigates the social and
ethical responsibility of telemedicine and e-Law. For this, a review of the literature was
used, and an analysis of the teleconsultation, to then propose the discussion on the legal
and the legitimate based on these communication and information technologies (ICT).

The above is based on a first principle that the bioethics discipline proposes, as long
as any action that is carried out with the intervention of theMedical Act and the Legal Act
are oriented to “do no harm”, which as moral support is located in the order to the ancient
Hippocratic precept. The media context for both telemedicine and e-Law is exposed in
an unclear regulatory environment and dissipated in its regulation, which inevitably
impacts the moral conscience and ethical expertise of the doctor and the lawyer.

According to the World Health Organization (WHO), telemedicine is the provision
of health care services, in which distance is a critical factor, by professionals who use
information and communication technologies in order to exchange data to make diag-
noses, advocate treatments and prevent diseases and injuries, as well as for the permanent
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training of health care professionals and in research and evaluation activities, in order
to improve the health of people and the communities in which they live [1].

According to [2], the purpose of e-Law is to generate and promote a teaching-
learning environment through Communication and Information Technologies (ICT) for
those who are in the prison and penitentiary system of the city of Medellín Since the
application of Restorative Justice in Colombia is intended to achieve an administration
of justice for those deprived of liberty, for the victims, for the officials who ensure their
safety and for society in general. E-Law is a bet between the exercise of Colombian
Law and its access, through cyberspace. It is an interactive avant-garde communication
sustained through the interspatial web, between the legal operator and those deprived of
liberty in prisons in the city of Medellín. Through the interactive exercise of e-Law, the
benefits of the Penitentiary and Prison Code in Colombia are invoked for those deprived
of liberty, according to Law 65 of 1993, especially what is enshrined in article 144.

Telemedicine and e-Law are two bets that, using Communication and Information
Technologies (ICT), serve society. The first in health services and e-Law, providing
permanent advice to those deprived of liberty. Both are a reality in the Colombian
epicenter, each time expanding its coverage, both in health, telemedicine, and e-Law
in the legal field. In this way, both doctors and lawyers carry out a social work that
transcends the philanthropic scene, attending to an unprecedented moral responsibility
in the Colombian deontological context.

Maintaining the life, health and freedomof the population is in the duty of theMedical
Act and the Legal Act and in reciprocity with the legislation and Human Rights. But
with this new telemedicine and e-Law models, the national norms for their reproduction
and function are very limited to determine responsibilities, whether civil, criminal, or
administrative, in the provision of the service. The code of medical ethics in Colombia
is 39 years behind schedule. Now there is a project that has only passed a debate in the
Congress of the Republic, but so far nothing has been resolved in this regard. This is
also the case with medical research according to Resolution 8430 of 1993, it is delayed
in terms of events in telemedicine and advances in telecare. This is also the case with
the deontological codes of the professional practice of the lawyer in Colombia, they are
not up to date if they pretend that the Legal Act could be attended by cyberspace.

Therefore, with the exercise of telemedicine and e-Law, they are questioned and
without an ethical personality, who is responsible for health situations and legal matters
involved in telecare. In these situations, equity, and compliance with the old principles of
bioethics are questioned: beneficence, non-maleficence, autonomy, and justice in favor
of society. The context of telemedicine and e-Law appears contrary to “anonymous
subjects” who remain in cyberspace, which questions a goodwill procedure.

2 Context

The ethical and legal implications between telemedicine and e-law are necessary and
pressing in the Colombian context. First, due to the precariousness of health services and
judicial procedures. Second, because ICT information and communication technologies,
in this case, are at the service of the poorest and most vulnerable, in the understanding
- that until now - the Medical Act and the Legal Act are face-to-face, personal and
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asymmetric. This study demonstrated another alternative and another implementation
model.

Since the 1970s, the term telemedicine appeared as “Distance healing” and included
the use of information technologies in health actions that allow improving access to
health services [3]. After reviewing the definitions of this concept, it was proposed that
telemedicine is “The provision of health care services (where distance is a critical fac-
tor) by all health professionals with the use of information and technology technologies.
Communication for the exchange of valid information for the diagnosis, treatment and
prevention of diseases and injuries, research and evaluation, and for the continuing edu-
cation of health professionals, all in order to advance the health of individuals and their
communities” [4]. This definition is in constant advance and changes due to the constant
advancement of technology and its application to health care. For some, tele-medicine
and e-health are different concepts and propose e-health as the broadest concept that
implies health promotion and disease prevention activities and the continuing education
of professionals. In other hand, e-health is defined as “an emerging field at the intersec-
tion of medical informatics, public health and business, referring to health services and
information delivered or enhanced through the Internet and related technologies” [5].

The WHO identifies four pertinent elements for telemedicine: 1) Support to the
usual activities of the clinic, 2) Reduction of geographical barriers, 3) use of different
information technologies and 4) Focus on improving health outcomes.

In Colombia there are several e-health developments such as the telemedicine center
of the National University of Colombia. This was created 15 years ago and has provided
this service in different regions of the country such as Vichada, Amazonas, Guaviare,
Caquetá, Cesar and Sucre, among others. It offers a response service to consultations on
topics such as internal medicine, pediatrics, psychiatry, dermatology, gynecology, ortho-
pedics, cardiology, infectiology, urology, otorhinolaryngology, neurology, nutrition and
dietetics. Similarly, the Cardiovascular Foundation in Bucaramanga has the National
Telemedicine Center in which the interaction between general practitioners and special-
ties internal medicine, pediatrics, cardiology, dermatology, pain clinic, vascular surgery
is carried out. Peripheral, among others.

In other hand, there is a telemedicine plan, Law 1419 of 2010. In this, congress of
Colombia established the guidelines for Telehealth in Colombia. In this law, telehealth
was defined as the set of activities related to health, services and methods, which are
carried out remotely, with the help of information technologies and telecommunications.
Tele-medicine and tele-education in health are included [6].

The University of Antioquia, in cooperation with the Government of Antioquia and
institutions such as the Red Cross, Ubicuo, UPB and Universidad CES, have developed
a strategy to promote telehealth in the department of Antioquia more than two years
ago. In its phase II, this strategy aims to carry out actions of telemedicine, pre-hospital
telecare, home telecare and tele-education that impact the health of the department of
Antioquia. This project is being developed in 50 municipalities of the department and it
is intended to expand to the rest of the department in the next two years.

One of the challenges for Telehealth in the world and in our country is to carry out
follow-up and evaluation of the impact of these interventions that allow us to know the
effectiveness of the intervention, costs and create strategies for constant improvement
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of the implementation processes of these programs [7]. In addition, these evaluations
make it possible to outline the business model that generates greater feasibility to insert
Telehealth programs in the models of health service provision in the countries and
regions.

The evaluation of telehealth and e-law projects and programs has been fundamental
during the last two years. Through systematic evaluations and reviews, telehealth and
e-law have been found to be effective [8]. Systematic reviews have also been found that
show an increase in the degree of satisfaction of patients and judicial users with care
through ICT [9]. Some of these carried out in developing countries show systematic
reviews carried out in Africa and in some developing countries, turning telemedicine
and e-law into a promising strategy [10]. After a review of the literature, no impact
evaluations of telemedicine and e-law were found in Colombia.

The study of the ethical and legal implications between telemedicine and e-law is
necessary, because it undertakes an evaluation process of impact and implementation,
which allows actors and decision-makers to recognize the progress and difficulties so
that they can make decisions in favor of the improvement of Telehealth and e-law, and
the expansion of investments for the department of Antioquia and other municipalities
in the country.

This document contains the general evaluation proposal of e-health and e-law strategy
for each of the components. It is a design according to the needs of the actors, the
moment of development of each component, and the future projections in the department
of Antioquia, Colombia. The evaluation proposal that is presented has a comprehensive
approach thatmeasures different aspects of telemedicine and e-law such as effectiveness,
costs, satisfaction and processes, among others.

The ethical and legal evaluation proposal is based on three systematic reviews of
information on telemedicine and e-law issues, in order to identify the results of the
evaluations and methodological strategies carried out a priori by other authors. The
systematic reviews were: 1) systematic review of ethical studies, 2) systematic review
of legal studies, and 3) systematic review of evaluations of both projects regarding their
projection with communication and information technologies. For the design of the
evaluation methods, a documentary review of the macro project, technical reports of the
components, presentations and in-depth interviews carried out with the leaders of the
components or with participants was carried out.

3 Methodology

The techniques proposed for the collection of information on the Telemedicine and e-law
components were group activities such as focus groups and semi-structured interviews.
These techniques made it possible to retrieve information and data derived from the
practice and reflections of the subjects. It should be clarified that given the nature of
this evaluation, the information collection plan is emerging and changing based on the
findings made during the progress of the evaluation process [11, 12].

Semi-structured interviews: For this technique, an interview guide was used mainly
with open questions, this allowed collecting detailed information about the perceptions,
attitudes, barriers and facilitators identified by participants of the Telemedicine and e-law
programs.
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In-depth individual interview: It is a special type of individual interview. This inter-
view option was conducted with “key informants”, that is, people with extensive expe-
rience and knowledge about the implementation of Telemedicine and e-law. It was
implemented primarily to retrieve information about the study context.

Focus group: this technique has a collective character and it was worked with a
number of 6 to 8 people. It is important to highlight that this technique is getting richer
and reoriented as the field work progresses. For this evaluation, it was used either as a
basic data source or as a means to deepen the analysis. Aspects such as can be seen in
Table 1 and Table 2.

Table 1. Qualitative techniques used - Tele-medicine and e-law component

Patients

Objective Technique

Implementation context Focus groups: Patients with arterial hypertension or
Diabetes Mellitus who make use of Telemedicine

Acceptability of the intervention Focus groups: Subjects deprived of liberty in prisons of
the city of Medellín

Benefits obtained Focus groups: Medical Act and Legal Act

Table 2. Qualitative techniques to be used in health professionals - Tele-medicine component.

Health and law professionals

Objective Technique

Implementation context Semi-structured interviews: Medical personnel from referral
or referral centers or personnel in training who work under the
telemedicine modality
In-depth interviews: “key informants”, people who have
extensive experience and knowledge about the
implementation of e-law in prisons in Medellín - Colombia

Perception of use Semi-structured interviews: Medical staff and practicing
lawyers

Acceptance of the intervention Semi-structured interviews: Medical personnel from referral
or reference centers or personnel in training who work under
the modality of telemedicine and e-Law

Benefits obtained Semi-structured interviews: Medical and e-law personnel
from referral or reference centers or personnel in training who
work under the telemedicine and e.-law modality

This evaluation bases its analysis on the founded theory, which implies an approach
focused on the construction of explanatory models that are supported by the data. The
analysis process is based on the constant comparison between the data that, if possible,
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should be ordered and examined the closest in time, in order to achieve certain precision
and avoid forgetting or interference with other information found during field work [12].

The data obtained during the fieldworkwere captured, comparedwith each other and
analyzed, to later arrive at the final reflections. Although the collection of information
and the analysis are presented in two different steppes, in reality, both will be carried
out at the same time and concurrently. Under this method, the investigative process was
dynamic, recursive and orderly, this because the data will be systematically categorized
and the final results will depend on the operation of these categories.

This research followed the principles of the Declaration of Helsinki, especially what
is mentioned in Article 6, which stipulates that the well-being of the person participating
in the research must always take precedence over all other interests. Additionally, it
responds to article 23, taking all kinds of precautions to protect the privacy of the person
participating in the investigation and the confidentiality of their personal information
and to minimize the consequences of the investigation on their physical, mental and
social integrity [13].

This is an investigation that had no risks according to resolution 8430/1993 of the
Ministry of Health [14], since no diagnostic tests, laboratory or medical treatments were
performed. In the same way, although the patients intervened are monitored through
telemedicine and e-law, they continue with their usual treatments for the control of the
disease for which they consult without putting their health at risk, as well as on the legal
procedures of e-law.

This study is relevant for socializing at the Ninth World Conference on Information
Systems and Technologies | Terceira Island, Azores, Portugal, because the results of this
research are related to two of the conference topics: Ethics, Computing and Security
(ECS) and Human-Computer Interaction (HCI).

4 Telemedicine

Telemedicine is a tool that is imperatively providing a solution during the health crisis
and has made its way in the context of the coronavirus pandemic. Previously criticized
andwithmany other edges for its interpretation, telemedicine now becomes an estimable
instrument with much social acceptance for representing a feasible solution for the care
of patients in the context of isolation due to a disease of public interest.

There is a conjunctural dilemmaof communication in themedical act and in scenarios
of violation of human rights, which by rigor are immersed in virtual care. Telemedicine
brings solution-focused medical attention to the patient with health problems, but at
the same time, it blurs the value of the physical, of human contact, since it dispenses
with highly valued aspects of the medical act such as: inspection physical, palpation and
auscultation of the patient. The individual is digitized, it becomes a difficult scenario
and not a convalescent human being, who needs to subordinate his will and corporality
to the expertise of the doctor. García, José and others [11].

Telemedicine, understood in its original state, responds to the requirements of a non-
face-to-face medical consultation, and that one of its advantages is the decrease in the
use of health resources, thus it also greatly reduces unnecessary travel to hospitals and
treatment centers. The implementation of telemedicine is useful as a complementary
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virtual tool in the follow-up of patients, especially the chronic patient, who on many
occasions is far from the medical center and mediated by a rugged geography with
difficult communication routes. Despite all this, telemedicine cannot claim to generalize
all healthcare processes into a single virtual component [12].

It is also true that the practice of telemedicine creates uncertainty among patients
and among physicians, which is expressed in multiple expressions of dissatisfaction on
the part of users. Doctors with some experience assure that it is a risky exercise and that
it focuses its usefulness on unique and specific cases. However, young, inexperienced
doctors see telemedicine as a very useful tool and incorporate it very easily into their
customary practice. This is evidenced by several studies, among which it stands out [13].

Although medical teleconsultation is in the genesis of telemedicine, this does not
stop generating skepticism, first in the patient and in the doctor. It is evident that the
lack of physical contact compromises the autonomy of both actors: the patient and the
doctor, this implies doubtswith themanagement. All this can have an influence on patient
safety, especially because in Colombia there are no regulations regarding legality and
legitimacy for telemedicine and the legal risks for this practice do not exist. In this
context, the Medical Record, the Informed Consent, and the Medical Sigil are exposed
to a free interpretation, exempt from any guarantee by the media standardization of
teleconsultation. Garcia, Jose [14].

Law 1419 of 2010 [15] establishes the government guidelines that must be fol-
lowed in Colombia in Telehealth, with the purpose of supporting the General System
of Social Security in Health, invoking the principles of: quality, unity, integrality, soli-
darity, universality, and efficiency. The Law proposes provisions and definitions related
to the implementation of communication and information technologies that are being
adopted inColombiawith theHealth service, especiallywith the practice of telemedicine.
Additionally it defines telemedicine as the provision of distance health services in the
components of promotion, prevention, diagnosis, treatment and rehabilitation, by health
professionals who use information and communication technologies, which allow them
to exchange data with the purpose of facilitating access and opportunity in the provision
of services to the population with limited supply, access to services or both in their
geographic area [16].

Although the law in Colombia proposes guidelines for telehealth and telemedicine,
it does not provide effective protection for patients who use these services. Rather,
it appears as a proposal for the creation of an advisory committee to program virtual
health assistance services, with implications for severalministries, including:Ministry of
Health and Social Protection, Education, Finance, Housing and Environment. With this,
it is intended a business line that produces money for the State and not, an alternative that
improves the health processes of Colombians and protects them from possible abuses
and depersonalized management of the virtual interactive web in telecommunications.

The legal ethical implications with the exercise of informatics in telemedicine are
not mentioned in Law 1419 of 2010 [17], on the contrary, some possible functions
are proposed for an advisory committee on education for telehealth, in order to identify
connectivitymanagement and the use of information technology and telecommunication
as a “business idea” and for financing the State’s own programs. With this, resources
are produced for the Ministries involved in the project. The presence of the legal entity
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as the controller of this practice and of bioethics as the legitimate interlocutor in the
telehealth and telemedicine procedure are totally absent, they are not even named. Law
1419 of 2010 identifies itself as a “Knowledge Management” of Telehealth learning and
for this it involves entities in higher education so that they include this training in the
area of health, as well as in the studies of systems engineering and telecommunications.
All this presents the telehealth and telemedicine programs as a state program to produce
profits.

5 e-Law

E-Law as a neologism and as a practice with the exercise of the right in a virtual way -
through synchronous and asynchronous actions proposed by the internet - is an idea and a
practice of the Corporación Universitaria Americana University Institution, of Medellín
- Colombia. This experience has been implemented since 2018 and consists on the
integration of technological resources with legal procedures. It is an innovative, genuine,
and unique proposal of its kind, which has been carried out with success especially with
the prison population. For this and through cyberspace, the rights of those deprived
of liberty are invoked. Their cases are analyzed by eminent jurists, who from different
geographical points access the interactiveweb platformor by an app configured in remote
law for the legal defense of life –Biolaw- [13].

E-Law is made visible through an interactive web platform, through which a perma-
nent Legal Council ismaintained, via chat,made up of prestigious jurists fromColombia,
Spain, and Peru, for now. But an attempt is being made to extend the legal ties and pro-
fessional solidarity with other Latin American jurists who give their vote and assent
to this proposal to analyze the case of persons deprived of liberty, which have not yet
received a ruling. E-Law as an exercise in legal informatics is inserted in the process
of reintegration and re-socialization of the social life of inmates in the city of Medellín
and in the Department of Antioquia - Colombia. It is intended that by means of infor-
mation technology and telecommunication tools, inmates invoke their rights before the
competent authorities in the context of Restorative Justice.

The purpose of e-Law is to generate and promote a teaching and learning environment
for thosewhoare in the prison andpenitentiary system, since the application of restorative
justice is intended to achieve an administration of justice for those deprived of liberty,
to victims, for officials who ensure their safety and for society in general [12].

The Colombian penitentiary system during the coronavirus pandemic is collapsed,
the levels of overcrowding in the prisons of the main cities of the country present high
levels of contagion and a large number of those deprived of liberty await due process,
which has been ostensibly delayed by the declaration of public calamity. Therefore,
the administration of justice represented in the Judicial Branch made an unprecedented
authorization: judicial processes could be audited by teleconferences, guardianships
could be established by email, hearings and trials could be proposed virtually. All of this
set up a new context for e-Law, which was unthinkable a few months ago.

E-Law is a proposal of restorative justice in Colombia, this will allow in a timely
manner the re-socialization of those deprived of liberty and their social inclusion. Non-
Governmental Organizations, national and international NGOs whose objective is to
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defendHumanRights, aswell as the InternationalRedCross andCáritas, have denounced
the overcrowding in Colombian prisons, unjust detentions, serious deficiencies and
increasing slowness in the judicial processes that they keep men and women behind
bars unfairly. E-Law is proposed as an interactive avant-garde virtual communication,
sustained through the interspatial web, between the legal operator and those deprived of
liberty in prisons in Antioquia-Colombia. Through the interactive exercise of e-Law, the
benefits of the Colombian Penitentiary and Prison Code are invoked for those deprived
of liberty, according to Law 65 of 1993 [18], especially what is enshrined in article 144.

6 Discussion

Although telemedicine is a virtual practice that achieves access to health services, it is
also possible to affirm that we are facing another situation of the Medical Act medi-
ated in cyberspace by a computer connected to the internet. The achievements of this
practice are widely known: patient protocols are identified and socialized with special-
ists in different geographical locations, having opinions on diagnostic images in a very
short time, documentation on clinical cases is managed, remote controls are carried
out, communication is carried out. Synchronous and asynchronous with patients, among
others.

Telemedicine and e-Law are two computing bets in communication and information
technologies, which fulfill an important social service in two different and pressing
contexts for the Colombian population, but in this country none of these practices has
a clear control on the part from the authorities [19, 20]. They are two activities that
could remain in the purposes of indeterminate, of anonymous characters, who instead
of doing good, could cause great damage. Therefore, the construction of public policies
is urgently needed to propose ethical-legal controls to these practices [21, 22], which,
although they are marked in the sphere of the noblest beneficence, could also remain
in the space of the most malicious slander and for this, for now, there would be no
responsible.

7 Conclusions

The benefits of telemedicine exercise are not in doubt, but both for this practice and
for e-Law in Colombia, an efficient and effective control is urgently needed to account
for decision-making. Therefore, its regulation cannot be postponed. These two practices
cannot leave their duty to be during the uncertainty and skepticism of the population. In
ordinary legislative life, both the doctor and the lawyer are objects of multiple lawsuits
and their exercise is scrutinized by medical ethics tribunals and disciplinary chambers
under the discretion of the Superior Council of Adjudication; the first for doctors and the
second for lawyers. Colombia is a Social State of Law, which in its principles demands
truth and neatness in procedures, especially when they mediate the rights of the most
vulnerable.

Despite the advances in information and telecommunication technologies, our con-
text is still very little aware of these practices, especially when they are the virtual vehicle
for situations as worthy and pressing as they are, the implications of the Medical Act
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of the Legal Act. Health and freedom for the citizen are determined in their fundamen-
tal rights. For this reason, it is necessary that the Congress of the Republic legislate
on this matter. To the date this article is written, there are so many citizens who feel
their rights violated due to malpractice mediated by information and telecommunication
technologies (ICT).
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Abstract. While Artificial intelligence technologies continue to proliferate in all
areas of contemporary life, researchers are looking for ways to make them safe for
users. In the teaching-learning context, this is a trickier problem because it must
be clear which principles or ethical frameworks are guiding processes supported
by artificial intelligence. After all, people education are at stake. This inquiry
presents an approach to value alignment, in educational contexts using artificial
pedagogical moral agents (AMPA) adopting the classic BDI model. Besides, we
propose a top-down approach explaining why the bottom-up or the hybrid one
may would not be advisable in educational grounds.

Keywords: Value alignment · Artificial Intelligence · Education

1 Introduction

The growing and fast advancement in Artificial Intelligence (AI) field have raised differ-
ent concerns regarding, among other things, the impacts of its increasingly widespread
application in a wide variety of areas. One possible reason for this quick expansion
of AI, according to Cervantes et al. (2019), consists in aiming to delegate part of
their decision-making power to artificial agents. Bots (algos) are becoming popular
and dangerous.

As AI continues to proliferate into several areas of life, it becomes evident that
society needs to think about the potential impact that it will have. AI needs to present
reliability, so that people can trust that it is safe to coexist and interact with it. In order
to fully benefit from the potential of AI, it needs to make sure that these technologies
are aligned, with our moral values and ethical principles (Dignum et al. 2018).

Thus, researchers in many different areas have examined how to implement moral
intelligence, facing a wide range of challenges as: how to translate ethical principles into
computational models, how to avoid data bias that imply in the replication of human
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prejudices, how to turn intelligent systems accountable for its decision and choice-
making, etc. Such research efforts are organized under the broader term so-called Value
Alignment (VA) (Kim et al. 2019).

In this context, VA has becoming an important issue in many areas because there
are no consensual answers capable to definitely solve all questions regarded to it. In
educational context, it is specially a problem as educational systems, in most cases, are
connected to the socio-ethnic contexts of their users.

This means that we must consult not only AI specialists, but also experts in other
areas related to educational context to be able to establish the right priorities regarding
moral values. Considering the need for principles and values to guide people’s behavior
in this context, we propose a model for value alignments in educational context using a
top-down approach.

Therefore, to justify our proposal, we first present some definitions and challenges
concerned the value alignment problem. Then, we present our proposal justifying why a
top-down approach is better than a bottom-up or hybrid one, in educational contexts. To
conclude, we expose some benefits and constraints of our proposal in a real environment.

2 The Value Alignment Problem and Its Challenges

Value Alignment in AI can be defined as the set of efforts to build systems adhering
to human ethical values (Aliman and Kester 2019). It is an area to which the need for
researches and solutions is clear, as we will show along this paper. This need, in turn,
comes from the fact that, being increasingly involved in social relations and interacting
with humans, it is almost inevitable that will be situations in which artificial agents will
need to deal with ethical dilemmas in their decisions and choices-making. Beyond that,
ethics has becoming a crucial issue in the technological realm (Costa and Coelho 2019).

However, despite the notable efforts to deal with the so-called VA problem, we are
still far from a consensus on the best solutions. To demonstrate this, we will describe
some approaches for VA, categorizing the artificial moral agents (AMA) according
to the classification proposed by Allen et al. (2005), namely: top-down approaches,
that are based on logical representations of ethical theories such as deontological and
utilitarianism ethics; bottom-up approaches, that make use of learning mechanisms to
guide their behaviors and; hybrid approaches, in which there are the use of both, top-
down and bottom up approaches simultaneously. In the latter, agents are able to show
an evolving capability moral judgments.

Regarding top-down approaches, the use of deontological, utilitarian structures, the
double-effect doctrine and variants of these frameworks, as exemplarism and augmented
utilitarianism, have been proposed over the last years. Logical representations, pure and
structured utility functions to support multi-objective approaches, have been observed
frequently to implement them. Besides, the top-down approaches still face many tricky
challenges, namely: perverse instantiation, temporal complexity and context changing
in decision and choice-making (Aliman et al. 2019; Thornton et al. 2019; Vamplew et al.
2018; Dehghani et al. 2008; Anderson and Anderson 2008; Cervantes et al. 2019).

Agents based on bottom-up approaches, as aforementioned, make use of learning
mechanisms to improve its decision-making and choice-making process, and hence, its
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ethical behavior. In this sense, reinforcement learning and inverse reinforcement learning
have been utilized more frequently to implement this approach. As for its challenges,
one can highlight the data bias, problems regarding generalization, avoiding naturalistic
fallacy and complicated norms representations (Arnold et al. 2017; Kim et al. 2019;
Cervantes et al. 2019).

Finally, in hybrid approaches, commonly one can see proposals presenting learning
mechanisms being either guided by rules or constrained by them in its learning processes
(Arnold et al. 2017;Wallach et al. 2010). Furthermore, it is also possible to find proposals
to validate ethical principles by using empirical observation aiming to determinewhether
values previously defined into the systems are applicable in the real world or not (Kim
et al. 2019).

Concerning its challenges, as hybrid approaches make use of both ethical frame-
works and learning mechanisms, it faces the same set of challenges that top-down and
bottom-up approaches. Besides, identifying and combining different ethical frameworks,
machine learning methods and even neuropsychological approaches are among some of
challenging tasks tackled by researchers (Thornton et al. 2019).

As one can see, there aremany questions and issueswhen it comes to theVAproblem.
To answer them seems to be crucial to take the next step towards the future of reliable
AI.

3 A Proposal for Value Alignment for Educational Context

Ethical issues are always complex, mainly due to their temporal, cultural and context
dependence, in addition to the subjectivity of judgments and multiple points of view.
The lack of agreement among moral philosophers, on which theory of ethics should
be followed, also may be considered an obstacle to the development of machine ethics
(Bostrom 2014; Brundage 2014).

On the other hand, identify ethical frameworks to guide human behavior is still
important and has been one of the primary themes of philosophical thought (Vamplew
et al. 2018). When it comes to educational context, it must to be clear which principles
and ethical frameworks drive people behavior as there are serious concerns regarding
behaviorism in the classroom.

Yet, it is not the intention of this paper to define which principles or ethical frame-
works should be implemented in educational contexts, but to defend the need to have
them. This need, in turn, is as true for human agents as it is for artificial agents.

Intelligent systems have becoming more and more present in our lives and it is
not different in classrooms. Pedagogical agents, for instance, due to its properties of
autonomy, social ability, persistence, capability to learn and be represented by characters,
are capable to support teaching-learning processes in many different ways (Giraffa et al.
1999). Hence, ethical concerns in AI must be taken account in classroom likewise that
in any other environment.

Thus, we propose a model to Artificial Moral Pedagogical Agent (AMPA), similar to
artificial moral agents (AMA), but focused on pedagogical issues, supporting teaching-
learning processes by means of different possible strategies. Such pedagogical agents
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should be structured in a top-down approach, so that it can be guided for some ethi-
cal framework, such as deontological or utilitarianism, turning it more predictable and
controllable.

In this sense, we adopted a mental states approach, more specifically the BDI model,
since our team have an expertise on this, having developed different solutions using
this model from affective computing to intelligent tutoring systems (Giraffa and Viccari
1998; Viccari and Giraffa 2002; Jaques and Viccari 2004). As for its application for VA,
there are some attempts to extend BDI architecture implementing AMAs wheby a top-
down approach (Honarvar and Aghaee 2009; Wiegel 2015). Besides, BDI approaches
have been applied to implement AMA using bottom-up and hybrid approach (Dennis
et al. 2016). However, what we are proposing is the use of the classic BDI model as
showed below (Fig. 1).

Fig. 1. BDI model for AMPA

In this model, we delegate responsibility for the ethical selection of intentions on
the Admissibility Filter (AF). For this, the AF will be linked to a set of ethical rules
implemented in an ontology, giving the model a deontological basis for decision make it
able to judge when an given action is against an ethical principle. In addition, the AFwill
be endowed of ethical reasoning capability whereby the Hedonistic Act Utilitarianism
(HAU), based on the Jeremy’s theory (Anderson and Anderson 2008), giving the model
a utilitarian basis for decision to deal with ethical dilemmas.

There are others architectures for agent’s implementation as reactive architectures,
logic-based architectures andmore recently,Agent_Zero architecture (Wooldridge 2001;
Epstein 2013). However, as aforementioned, our team has been researching and devel-
oping solutions using the BDI architecture for educational software development for
several years. For these reasons, we choose BDI architectures to propose our solution.
The BDI architecture manages to achieve our goals for this application.

For the time being, we discourage the bottom-up or hybrid approach to the educa-
tional context, especiallywhenapplied to the teaching-learningprocesses.That’s because
there are problems like data bias and naturalist fallacy that could pose unnecessary risks
to other actors of the process. Besides, different from adaptive systems that use machine
learning (ML) to customize teaching processes (Daniel et al. 2015), moral agents using
this resource could learn unethical, reprehensible behavior while observing student‘s
behavior (Arnold et al. 2017).
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4 Discussion and Final Considerations

Artificial moral pedagogical agents are pedagogical agents capable to deal with ethi-
cal dilemmas when it is needed. The main function of AMPAs remains being to sup-
port teaching-learning processes, acting autonomously and making explanations and
decisions in order to accomplish its major objective.

However, sometimes an AMPA may come across an ethical dilemma, that is, a
situation where there is no satisfying decision, and hence, one decision making will
override one moral principle (Aroskar 1980). According to Cervantes et al. (2019), there
are two non-exclusive situations where ethical conflicts may occur: within an agent,
when its ethical norms are in conflict; and, between two agents, when they diverge on
what the appropriate ethical decision. The latter,may involve both an interaction between
two artificial agents as well as an interaction between an artificial agent and a human.

In a teaching-learning process one could face a situation where a pedagogical agent
ought to decide whether interfere or not in a student’s actions, considering the autonomy
principle. Another situation could involve a student that, for justified reasons, needs
more time to conclude a task whose time has expired. In this case, the agent will have
to decide if ought to follow the rule about the timing of the task or violate it for the sake
of the student.

In this work we propose to endow with ethical reasoning capability, agents involved
in interactions of collaborative learning that occurs into the collaborative LearningMan-
agement Systems (LMS). In such scenario, due to the implicit nature of the interactions
among the involved agents, either human or artificial ones, many ethical dilemmas may
appears, as afore-mentioned.

Thus,AMPAs should be able to dealwithmoral decisions in order to prevent system’s
undesirable, unethical behavior to improve its reliability or to guide teachers and students
regarding moral values and ethical behavior or both. Such characteristics can be useful
in many teaching approaches, like cooperative learning, serious games, problem-based
learning, Intelligent Tutors Systems, etc.

Up to now, we do not find similar studies aiming to solve the kind of problems
and challenges we have described in teaching-learning processes supported by artificial
intelligence. There are works on the VA problem in many areas and contexts, but not
much in Education area, which makes this proposal very relevant.

To conclude, a BDI model is a good way to implement such kind of artificial moral
pedagogical agents in a top-down approach. Considering the state of the art of the AMA
technologies and the current solutions proposed for value alignment in AI, we believe
in the feasibility of this proposal.
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Abstract. This paper presents the wide review of the state of the university mas-
ters or graduate programs in the discipline of Human-Computer Interaction (HCI)
and related areas up to 2020. This work has been done as part of the design
and development process of a new interuniversity and international master’s pro-
gram graduate developed between the Universidad Nacional Abierta y a Distancia
(UNAD) of Colombia and the Universidad de Lleida (UdL) in Spain. The review
was necessary to know what other institutions did, the needs of the market and
organizations, contrast with our owns experiences and ideas to propose of graduate
program. It was done by searching for information using educational databases,
listings that group masters or graduate program at the level of master in these
areas, search engines for master’s degrees, articles, documents of organizations
that work on HCI. The objective of achieving the state of the masters in HCI is to
know what universities are teaching worldwide compared to the needs of compa-
nies or organizations and if there is a congruence between what is being taught at
the level world in the academy and the requirements of organizations.

Keywords: Human interaction computer · User experience · Graduate
education · Higher education

1 Introduction

The paper presents the review of the state of the art of university graduate programs
offered in the topics related to Human-Computer Interaction discipline (and related
areas) up to 2020. The study does not include non-official programs, or programs with
other denominations that include some topics related to HCI.
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This work has been done with the propose of building an interuniversity and interna-
tional master’s between Universidad Nacional Abierta y a Distancia, UNAD, (Colom-
bia), and Universidad de Lleida, UdL, (Spain). The review was done by searching infor-
mation using educational databases, websites that group together graduate programs in
these areas, search engines, articles, documents fromorganizations thatwork inHCI field
(including known topics such as usability or UX), university websites, and interviews
with experts in the area.

Contextualized in the field of HCI, the objective of the study is to acquire a deep
knowledge about what is taught in the academia around the world and which are the
needs of the industry, in terms ofwhich are the professional skills and competences of the
professionals to be contracted [1]. Our main interest rises on knowing the concordance
between what is currently being taught in the universities at graduate level and the real
needs of organizations [2]. This review is one of the initial steps to build the curriculum,
the educational processes, the themes, and the required competences in the academy [3].

The paper is structured as follows: the first part shows the need for review; second,
the process of finding information and the tools used; third part presents the needs of
the organizations; fourth, the comparison between what is taught in academia and the
needs of the organizations; and finally, the conclusions and future work are presented.

2 Need for Review

The development of technology generated an important space to study and to research in
the Human-Computer Interaction (HCI) discipline. In the design, development, testing,
and use of hardware and software products that are related to the needs and successful
experiences of users with the use and interaction of technology, and thus generate new
aspects, such as forms, methods, media to provide comfortable and exciting user interac-
tive experiences with new technologies applied in different areas, experiences that will
also be as much accessible and usable as possible [4].

Moreover, the evolution of the needs of information and communication technolo-
gies, users, organizations, contexts, and education generated the need to review and
verify if what is taught in the academic programs of universities at different levels of
academic degrees corresponds with the needs and abilities of related companies [5]. It is
necessary to review the consistency between organizational requirements and academic
offerings, as well as to review research trends at universities andwhether they are applied
in industry [6].

3 Search Process

Based on Kitchenham systematic review methodology [7], a search for information was
proposed. The processes of searching the primary data sources were defined, and the
review of each of the pages of the master’s programs found was developed. With the
information obtained, a classification was made according to geographical location and
an analysis of the curricula programs to define areas, and topics work is in the programs.
In addition, some studies about the state of the art in HCI in different regions were
taken into account, such as What is Being Taught on Computing Courses in the UK [8],
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HCI Education in Brazil: Challenges and Opportunities [9], Human-Computer Inter-
action in Ibero-America: Academic, Research, and Professional Issues [10], Analysis
of formal and informal degrees in Ibero-America of UX: challenges for online training
[11], Human-Computer Interaction in the Curriculum of Higher Education Institutions
in Colombia [12] and The State of HCI in Ibero-American countries [13].

The review process follows next steps:

1) Research question, 2) Concepts and definitions, 3) Information media consulted,
4) Inclusion and exclusion criteria, 5) Search query, 6) Review process and 7) Search
results.

3.1 Research Question

Bearing in mind that our main goal is to know the state of HCI’s graduate programs up
to the year 2020, the following question emerged:

RQ: What are the worldwide graduate programs in Human-Computer Interaction filed?

3.2 Concepts and Definitions

The concepts definitions used in the current search for information are as follows:

– Master degree program: a master’s program as a purpose to deepen or investigate in
an area of knowledge and the development of competences that allow the solution of
problems or the analysis of particular situations of a disciplinary, interdisciplinary or
professional nature, through the assimilation or appropriation of knowledge, method-
ologies and scientific, technological or artistic developments or to research a specific
area [9, 25]. In this article, the term graduate program will be used to refer to a Master
degree program.

– Human-Computer Interaction (HCI): is a research area within computer science
that aims to understand and improve all the elements that are present in the process
of interaction between a human and a computer [16, 17].

– User eXperience Design (UX): relates to the process of “creating products that pro-
vide meaningful and relevant experiences for users,” including the process of product
acquisition and integration, branding, design, usability, and functionality [17].

3.3 Information Media Consulted

Different concepts were defined to carry out the information search process. The ini-
tial reviews were carried out in educational databases, lists of graduate programs web-
sites, scientific articles, organization documents, and interviews with experts in the area,
among others:

– Interviews: different media conducted interviews with experts in HCI and UX.
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– Databases: information systems from different countries were searched for masters
in different countries such as the European Union, Spain, United Kingdom, United
States, Mexico, Colombia, Chile, Argentina, Brazil, Australia.

– Search engines and meta-serachers: Google was the search engine with more
information available for the work.

– Scientific Papers: scientific databases that had bodies of knowledge related to our
areas of study: ACM, IEEE, Science Direct, and SCOPUS.

3.4 Inclusion and Exclusion Criteria

As it has been mentioned, our focus is on graduate programs, then the inclusion and
exclusion criteria of the search were focused on it.

– Inclusion criteria were: 1) Articles published between 2010 and 2020 2) Articles pub-
lished in conferences, journals, and book chapters, 3) Articles written in Spanish,
English, and Portuguese, 4) Articles related to HCI and related areas 5) Searches
in educational databases, 6) Listings of graduate programs in HCI and areas, 7)
Interviews with experts, 8) Graduate programs official level and 9) the search for
postgraduate was conducted until 2020.

– The exclusion criteria were: 1) Articles not available to be downloaded, 2) Articles
written in other languages than Spanish, English, andPortuguese, 3)Articles not found
in the indicated databases, 4) Information on undergraduate programs, specialization
programs, free courses, diplomas, non-official or unrecognized graduate programs, 5)
Nonofficial degrees and 6) Inactive graduate programs.

3.5 Search Query

The search query used was the following:

English: ((“Master” OR “Magister”) OR (“Human-Computer Interaction” OR “HCI”)
OR (“User Experience” OR “UX”)).

3.6 Review Process

Following the previously mentioned criteria and procedure, the lists of HCI-related
graduate programs were found. After that, the interviews (consisting of a set of short
questions about the knowledge of master’s programs related to the study) with different
experts in HCI, UX design, and related areas enabled us with the data to analyse. It was
registered in data arrays with a code for each program, including the name and URL,
the country, the number of credits, the emphases, and areas of work. Once cleared and
classified, the revision process raised the information that we need to continue.

3.7 Search Results

Table 1 summarizes the programs found worldwide, it has been classified by continent,
country, its number of programs, the modality of education and, its duration.

In summary, we found the next 34 graduate programs worldwide (map of Fig. 1):
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Table 1. Master’s programs in HCI and related programs worldwide with the topics, educational
methodology, and average time to complete the programs.

Continent Country (#
programs)

Topics Master’s
programs

Modality of education Average time
(months)Presence Virtual

Europe Spain (6)
Netherlands
(3)
Sweden (2)
Portugal (1)
France (1)
Finland (1)
United
Kingdom (1)
Germany (1)
Norway (1)

HCI
User-Centred
Design
UX
Interaction

15 2 12

Asia and
Oceania

Hong Kong
(1)
India (1)
Singapore (1)
Australia (2)

HCI
User-Cantered
Design
UX

4 1 16

North
America

United States
(12)

HCI, UCD,
UX

8 4 12

Latin
America

0

– 17 in Europe (Spain, Netherlands, Sweden, Germany, Finland, Norway, France, the
United Kingdom, and Portugal).

– 5 in Asia and Oceania (India, Singapore, Australia, and Hong Kong).
– 12 in North America (United States of America).

Fig. 1. World map of HCI master’s programs located in each country
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As no high education programs were found in Latin America, we enlarged the search
in other “close” areas (such as, Computer Science or Design), exploring for masters that
include HCI related topics within their curriculum or academic program. Then, we found
3 courses in Mexican master programs, 2 courses in Colombia and 3 in Chile.

4 The Need for HCI Knowledge in Companies and Organizations

During the review we found different articles specifically focused on education in HCI,
showing us a wide and general teaching overview [17]. When analysing, we observe
an important consensus about what should be taught in the academia, that is the same
to say which are the skills and knowledge that future graduates need to acquire and
demonstrate to work for private companies [18].

According to gathered information, interaction design is an essential issue in the
development of the academic processes of HCI related topics, to know: user experi-
ence, experience design, accessibility, information architecture, social computing, ubiq-
uitous computing, universal design, usability, prototyping, usability testing, interactiv-
ity, mobile technology development, social media, pervasive computing, data mining,
machine learning, social network analysis, and product and service development [19].

In the competitive context of the global IT industry, one of the essential premises is
the agile and effective application of the knowledge, technical abilities, and creativity
in the development of the technological products because “time is money” [20, 21]. In
addition, for industry experts, users’ experiences with different technologies are more
important than the products and services themselves. Companies started to change the
way they create, deliver, and measure the value of their products and services [22],
although they still have a long way to go.

For those organizations and companies, providers of useful and friendlies contents,
methods, and products, as mediation between humans and electronic devices, now and in
the future need human talent trained in the field of HCI -or currently in UX-, to generate
satisfactory user experiences that become positive recommendations of products and
services, to increase revenue and profits [23].

The analysis led to the emergence of a list of common topics to be addressed. To
better understand, we organized in three categories (see Table 2): first, topics found in
masters, needs of the companies and, third, the collection of common topics [23–26].

While it is true that graduate education is working with some of the topics that
companies currently need, it should also be noted that there is a majority of topics that
are not observed in the company’s needs. At the same time there are uncovered topics
that are needed in companies and other demanded by companies that are not enough
studied/worked in the current programs (to know, from the 34 master’s programs found,
very few works on topics such as ubiquitous computing, machine learning, pervasive
computing, social computing, and interaction). Most of the programs deeply work on
topics related to User Centred Design (UCD), User eXperience (UX), Human-Computer
Interaction (HCI), and Interaction Design (ID). Table 3 shows the analysis, in number
of programs and the percentage that it is done, of the common topics of the programs
[27–29].

Once the analysis has been carried out according to the data obtained and the compar-
isonsmade, amore in-depth analysis should be proposedwithin themaster’s programs to
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Table 2. Academy-Organization comparison common topics

Topics graduate programs Organizational needs Common Topics

User-Centred Design,
User Experience, UX
Evaluation,
Human-Computer
Interaction, HCI
Evaluation, Usability,
Accessibility,
Prototype Design,
Evaluation, Testing,
Interactive
Environments,
Sensors, Interaction
Design,
Human-Robot
Interaction, Human
Media Interaction,
User Interfaces,
Interface Design,
Product and Service
Design, Innovation,
Development and
Creativity,
Multimedia, Digital
Media, Visual
Communication
Design

Immersive
Environments, Virtual
and Augmented
Reality, Mobile
Applications, Web
Design, Mobile
Design, Information,
Tangible Interaction
Design,
Human-Human
Interaction Design,
Video Game Design,
Animation,
Simulation, Machine
Learning, Artificial
Intelligence,
Ubiquitous
Computing, Affective
Computing, Real
World Computing,
Social Computing,
Mobile Computing,
Thought Design,
Context,
Collaboration,
Information
Architecture

Experience design,
Accessibility,
Information
architecture, Social
computing,
Ubiquitous
computing, Universal
design, Usability,
Prototyping, Usability
testing, Interactivity,
Mobile technology
development, Social
media, Pervasive
computing, Data
mining, Machine
learning, Social
network analysis,
Probability
computing, Product
and service
Development

Experience design,
Accessibility,
Information
Architecture, Social
computing,
Ubiquitous
Computing, Usability,
Usability testing,
Prototypes,
Accessibility,
Machine Learning,
Product and service
design, Social Media

verify and validate whether the curricula are up to date to define some correspondence
with current needs. Based on the comparison, we can conclude that a new graduate
program should include new topics to be adapted to current needs.

5 Conclusions and Future Work

We have conducted a deep and serious analysis that validated or refuted our suspicions
and provided us some important new findings such as:

– 34 HCI related graduate programs were found worldwide, according to the inclu-
sion and exclusion criteria defined for the search. These programs are geographically
divided as follows: 17 programs are in European context, 5 in Asia and Oceania,
meanwhile North America owns 12 programs.

– From these, only 7 are completely virtual (2 in Europe, 1 in Asia and Oceania and 4 in
North America), that is, 20.5% of the total, while remaining 79.5% are face-to-face.
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Table 3. Analysis of common topics

Common topics Number of masters working on
the subject

Masters working on the subject
(%)

Experience Design 22 11%

Accessibility 1 1%

Information Architecture 4 2,5%

Social Computing 1 1%

Ubiquitous Computing 1 1%

Usability 12 3%

Usability testing 2 1.5%

Prototypes 14 5%

Accessibility 1 1%

Machine Learning 2 1,5%

Product and service design 4 2,5%

Social Media 2 1,5%

– Although some programmes include HCI topics in their curricula (or in some of its
courses), there not exist any HCI related graduated program in all Latin America.

These insights confirm our suspicion that there exists a real opportunity/need to
contribute to Latin America with HCI-related graduate programs.

Another important finding is that UCD and UX are important topics worldwide
meanwhile ID is also important in Asia and Oceania and in North America but in a
lower level in Europe [30, 31]. However, it is also necessary to strengthen the programs to
include themes related to interaction paradigms since it is a current need byorganizations.

In this sense, and due to the importance, that this type of studies is acquiring, we
believe that, in a near future, HCI graduate programs in other languages such as Chinese,
Japanese, Arabic or Russian will be needed.

The analysis and the experiences of some HCI authors discovered two knowledge
problems to design a new curriculum: a) Discovery of the needs, characteristics, and
contexts of people, from the experiences mediated by technology; 2) Development of
technological solutions focused on the design of user experience and interaction through
appropriate paradigms and methods.

Another important insight is that there exists a gap between that existing graduate
programs are working and some of the topics that companies currently need. We iden-
tified some but more research must be done. In this sense, one important future work is
too deep for a better understanding of what company’s needs, and, at the same time, to
teach them which are the advantages and richness about what HCI can bring to them.

In accordancewith the high-level training proposals for graduates, in the field ofHCI,
we consider it important to incorporate, in new programs, features such as: i) Virtual
mode to take advantage of the benefits of information and communication technologies
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to provide access to education for professionals anywhere in the world and eliminate
mobility restrictions for multiple reasons; ii) Articulate academic networks to leverage
capacities of researchers from multiple universities; iii) Spanish language to enable
inclusion of the Spanish-speaking population of all Latin America.

Considering the results of this study, both universities, UNAD and UdL, see them-
selves as having the strength to meet the challenge to design and to offer the first online
interuniversity and international master’s program in the field of HCI in Latin America.
It answers to the academic and organizational needs found. We must include all the
findings and considerations discovered to include courses that support the discovery of
the user needs, characteristics, and contexts of people from experiences mediated by
technology and the development of technological solutions focused on the design of UX
and the interaction through appropriate paradigms and methods.

Funding. This work was supported by the FCT – Fundação para a Ciência e a Tecnologia, I.P.
[Project UIDB/05105/2020].
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Abstract. Chinese characters cement Far Eastern cultures: they can
be found for example in the Chinese, Japanese, Korean and Vietnamese
writing systems. Digital computer systems originate from the Occident,
during or shortly after the second world war. Their usage has thus been
centred on horizontal, left-to-right layouts, typesetting and I/O, which
has created a gap between these systems and, for instance, Far East-
ern cultures whose writing systems are traditionally vertical right-to-left
(RTL). Although some improvements have been made in this field over
time, there are still several major issues. In this paper, we conduct an
experiment, which is a proof of concept, to investigate the feasibility and
usability of a user interface that abides by the vertical RTL typesetting
rules. The results obtained show that while some of these gaps could be
filled, there remain several technological challenges.

Keywords: HCI · GUI · UX · Asia · Chinese character · Japanese ·
Software · Design

1 Introduction

It is common for cultures of the Far East to rely on Chinese characters: not
only China, but also Korea with hanja, Japan with kanji, Vietnam with
characters – this is the CJKV family of scripts [1]. Traditionally, these are vertical
right-to-left (RTL) writing systems, as it can be seen for instance in Japanese
novels and newspapers. In addition, the Mongolian script, based on its own
alphabet, is also a vertical writing system.

Digital computer systems originate from the occidental world (e.g. the
ENIAC and EDSAC machines), thus with horizontal left-to-right writing a de
facto standard for text input and output, including user interfaces (refer for
instance to the ASCII [2] and ANSI [3] standards); the cultures relying on writ-
ing systems that do not abide by these principles were for years neglected mostly
for computer hardware (e.g. input devices), performance (e.g. RAM memory uti-
lization) and software (e.g. text processing, fonts) reasons [4,5]. This situation
has improved, with now input methods for instance for logographic scripts [6]

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 415–424, 2021.
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and software support for right-to-left text, but there is still a wide gap between
Far Eastern cultures and systems as explained next.

It is arguably time, and legitimate, for Far Eastern cultures to reclaim their
heritage: while technical limitations might have been argued up to now, they
do not hold any more. Yet, most people of these countries have got accustomed
to using an “occidental” horizontal left-to-right (LTR) layout. So, various efforts
are likely to be required in order to make the switch. Nevertheless, sticking to
the horizontal LTR layout because it is convenient enough is not satisfactory
from a cultural point of view: not using the localisation capabilities of modern
computer systems because the conventional approach is just fine is harmful to
localisation (multiculturalism) itself.

Although the input and output of computer systems have seen significant
improvements with respect to these issues, user interfaces in most software –
desktop and mobile – seem to remain stuck to a classic horizontal LTR approach.
In this paper, we investigate this matter by conducting an experiment which is
at the same time a constructive proof of the usability of a graphical user interface
that is based on a vertical RTL writing system such as those of the Far East.
The obtained results are discussed especially to document the remaining issues
of such a, rather unexpectedly novel, user interface approach.

This research relates to cross-cultural issues as discussed, for instance, in [7],
although not restricted to Web matters. Culture-centred human-computer inter-
action (HCI) design is widely reviewed in [8], with the author notably addressing
the sometimes confusing terminology used in the field. It is interesting to note
that while in recent years user interface (UI) cultural issues are also considered
for Web-based interfaces [9], although having been addressed for a longer time
conventional software graphical user interface (GUI) design has never completely
adapted to Far Eastern cultures as explained previously. This paper applies to
both contexts.

The rest of this paper is organised as follows. The principles and implementa-
tion techniques of the experimentation are detailed in Sect. 2. Then, the obtained
results are given in Sect. 3 and subsequently discussed in Sect. 4. Finally, this
paper is concluded in Sect. 5.

2 Methodology

The principles for the proposed design approach are described before giving some
technical details for their implementation.

2.1 Design Principles

We describe here several principles of a vertical RTL user interface with respect
to a conventional graphical user interface as provided by a window manager
such as GNOME [10] and that of Microsoft Windows (it is handled by the
user32.dll library). This discussion is also applicable to portable devices such
as smartphones and tablets.
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The window chrome is adjusted as follows. The menu bar (and, for instance,
tool bars) that is typically below the title bar of a window (or at the top of
the screen in fullscreen mode applications) is moved to the right of the window,
and becomes a vertical GUI component. In the case of a window with a title
bar and possibly other non-client area elements on the same bar, the title bar is
similarly moved and placed vertically on the rightmost part of the window. Text
labels, buttons and other GUI components (a.k.a. widgets, controls), such as
those included in the window chrome but not only, become vertical RTL items.
A mock-up of a vertical RTL window chrome is given in Fig. 1b; it is to be
compared with the corresponding illustration shown in Fig. 1a which implements
the conventional approach. It should be noted that this mock-up is given mostly
with rotated English labels for the sake of readability, but makes obviously more
sense when using a vertical script.

The close button is retained in the top right-hand corner to flatten the learn-
ing curve of this novel interface. Contrary to the conventional layout, the window
content is to be (primarily) scrolled horizontally. It is interesting to note that
on a mainstream, wide display, the proposed vertical RTL layout is more con-
venient with respect to scrolling: the amount of information displayed is greater
than with the conventional horizontal LTR approach. For example, a page of
vertical RTL text can more easily fit the display with the proposal than can
a page of horizontal LTR text with the conventional horizontal LTR approach,
which is somewhat paradoxical, even though computer systems’ applications are
obviously not to be restricted to such text processing.
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Fig. 1. A mock-up of a vertical right-to-left window chrome (a) matching a conventional
window layout (b). The usage of a vertical script should be envisioned in place of the
rotated English labels.

As another principle, we enforce a shrinking factor on the text so that the
interface space (e.g. in menus, title bar, tool bars) is used more efficiently and
can be read more rapidly. This method is for instance used in Japanese news-
papers [1]. A shrink factor of 0.8 gave satisfactory results. So, whereas Chinese
characters conventionally have a width:height ratio of 1:1, they are transformed
here to respect a 1:0.8 ratio.
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2.2 Technical Details of the Implementation

We have realised a proof of concept that implements a vertical RTL graphical
user interface in a Web context: the program is a standard HTML application
with extended features such as styling and scripting provided by standard CSS
and standard JavaScript. The selection of a Web context is highly relevant con-
sidering the software engineering trend that consists in relying on 1) thin (Web)
clients [11], such as Google Chromebooks, and 2) Web technologies to build
desktop applications, and more generally the popularity of Web technologies
for the development of smart devices’ applications. Concrete examples include
desktop applications with Microsoft’s UWP, Electron and the precursor HTML
applications (HTA) [12], and iOS applications with Apache Cordova and Adobe
PhoneGap for mobile devices, amongst others. Nevertheless, the implemented
interface elements are also common for conventional software GUI (they imple-
ment, amongst others, the design principles given in Sect. 2.1), this proposal and
discussion thus applying to UI in general.

First and foremost, vertical RTL typesetting in Web technologies is still very
unevenly supported [13]. As of November 2020, it is not yet part of any current
standard, although the CSS property writing-mode on which our implemen-
tation relies is part of the CSS Writing Modes Level 3 proposed recommenda-
tion [14], which is in other words still in a draft state. The value of this property
is set to vertical-rl for our work.

The character shrinking described previously, especially for menus and title,
tool bars, is realised with the CSS property transform whose value is set
to scale(1, 0.8) to enforce the desired character ratio; the CSS property
transform-origin is besides set to top. Once again, it should be noted that
this property has not made it to a standard yet, and is still a working draft (CSS
Transforms Module Level 1) [15].

The previously described techniques all deal with information output (dis-
play). We have relied on the contenteditable attribute of, say, a div element
in order to achieve the input of vertical RTL text. The form elements such as
radio buttons and check boxes are less critical in that in a group they can each
be positioned separately to achieve the desired layout.

3 Experimental Results

We show in this section the obtained results depending on various scenarios.
These experiments were conducted with the Blink browser engine, a (the) major
mainstream engine for both desktop and mobile devices. Considering the pur-
pose of this experiment, we have tried to rely as much as possible on standard
GUI components, which is hereinafter the meaning of “native”: system-defined
in contrast to user-defined.

First, a sample view of the main menu of a window as per our vertical RTL
user interface implementation is shown in Fig. 2. The main menu includes con-
ventional menu items written in Japanese. Menu labels (text strings) are shrunk
with a 0.8 factor as explained previously, unlike the window content (greyed filler
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text). Since a vertical RTL layout, the (main) scrolling bar is the horizontal one:
it appears as the content of the window extends beyond the viewport.

main menu

popup menu

main menu item

active menu item

window content

main scrollbar

Fig. 2. A sample view of our implementation of a window’s main menu in a vertical
RTL user interface.

Next, a view of a sample modal dialog box is given in Fig. 3. This dialog
box is shown when the user clicks the corresponding menu item of the window’s
main menu; it is here a replica of a program’s “About” dialog box. It can be
noticed that the content of the dialog box consists of Japanese text mingled
with Latin text. Also, the hyperlink underlining is automatically adjusted for
vertical typesetting.

dialog box’s title

title bar

native push
button

content

Fig. 3. A view of our implementation of a sample modal dialog box in a vertical RTL
user interface.

Third, we illustrate in Fig. 4 a real-world scenario with a questionnaire that
could be handed out to the students of a computer architecture lecture. Various
form elements are used, with most notably a native text field (an editable div
as explained, not an input) in order to demonstrate what has been discussed in
the previous section.
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native radio
buttons

native
check boxes

nativ

native submit
button

Fig. 4. An illustration of a real-world use case: a possible questionnaire for the students
of a computer architecture lecture.

Fig. 5. The case of (simplified) Chinese: a shrink factor of 0.9 (b) seems more suitable
than 0.8 (a) for the interface controls (here the main menu).

Finally, whereas the previous sample views are based on a Japanese language
interface, we show in Fig. 5 the results obtained in the case of a Chinese language
interface (simplified Chinese). A shrink factor of 0.9 (Fig. 5b) seems more suitable
than 0.8 (Fig. 5a) in the case of Chinese for the interface controls (here the main
menu).

4 Discussion

We distinguish three cases with respect to the implementation of a vertical RTL
layout, and especially in the case of Web technologies; in short: what is currently
possible, difficult and impossible.

4.1 Possible with a Satisfactory Practicability

First and foremost, relying on a vertical layout with a wide screen has as said
advantages (less scrolling), but also disadvantages: for instance, the space avail-
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able for the title bar, menu bar, tool bars and similar is reduced. But since
as explained we rely on shrunk text for these GUI components, this issue is
minor, especially since the applications that use full-width bars are not that
frequent (mostly highly-specialised programs, such as the ribbon of Microsoft
Excel, which by the way automatically adjusts itself to the space available, so
less space is not an issue). For instance, on a wide screen with a 1920×1080 dis-
play resolution, we can raise the usable space from 1080/1920 ≈ 56% compared
to a conventional horizontal layout to (1080/0.8)/1920 ≈ 70% when relying on
a 0.8 shrink factor as demonstrated previously. On a tablet-like device such as
Microsoft’s Surface Pro 7 of display resolution 2736 × 1824, the usable space
is raised from 1824/2736 ≈ 67% compared to a conventional horizontal layout
to (1824/0.8)/2736 ≈ 83% when relying on the same shrink factor. There is
obviously no problem at all with devices that support rotation of their display,
such as most modern mobile devices and some conventional graphical chipsets
(e.g. NVIDIA’s NVRotate technology).

Besides, the shrinking difference obtained between the Japanese case and
the simplified Chinese case (a suitable shrink factor is 0.8 for Japanese but 0.9
for Chinese) originates from font difference: the character bounding box of the
Chinese font used in this experiment (Microsoft YaHei) is “tighter” than that of
the Japanese font used in this experiment (Meiryo). This is illustrated in Fig. 6:
for the same character and at the same font size, the character in the Chinese
font is about 7% taller compared to the character in the Japanese font.

Fig. 6. At the same font size, the height of a same character inside its bounding box
may differ between the Japanese (left) and Chinese (right) font, thus the different
shrink factor.

The vertical RTL typesetting of basic HTML elements, including text con-
tent, poses no problem although this is made possible by Web technologies fea-
tures that are still not standard (they are at the draft level). In addition, thanks
to these modern features, the scrolling of vertical RTL content, thus with the
horizontal scrollbar, and the text flow in general is automatically setup without
any further adjustments.

Regarding form elements, a push button created with the button element
(and not with the input type = button element) supports as child element
one with the CSS property writing-mode, so does not induce any particular
issue when minding this capability.
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4.2 Possible but with a Low Practicability

The scale transformation (with the CSS property transform as described earlier)
applied to a character string retains the original (i.e. before transformation) size
of the HTML element. Hence, in order to effectively and practically rely on
shrunk characters, the parent element of the character string is usually resized
to fit the actual length of the shrunk characters. This is a non-trivial process,
which involves word-breaking issues, that we have realised with JavaScript: the
number of characters in the string is multiplied by the scaling ratio and font size
to obtain the final (i.e. after transformation) string length, for instance in pixels.
This again shows the still lacking support for practical vertical RTL typesetting.

Regarding the radio buttons (input type = radio) and check boxes (input
type = checkbox) form elements, their labels are set with the label HTML ele-
ment which supports vertical RTL typesetting. Yet, the positioning of the label
in this case is by default suboptimal and thus requires additional adjustment,
for example with a CSS tweak such as position: relative; right: -4px.
While the range control (input type = range) has a non-standard, rarely sup-
ported orient CSS property to make the control vertical, a similar effect can be
achieved with a CSS transformation: transform: rotate(90deg). But again,
the positioning requires additional adjustment.

4.3 Not Currently Possible

We have confirmed that the HTML form elements such as the text field (input
type = text), push button (input type = button), multiline text field (text
area) do not support vertical RTL typesetting. However, as a mitigation and
as explained previously, we were able to realise the input of vertical RTL text
thanks to the contenteditable attribute of an HTML element such as div.
Nonetheless, it should be noted that this is more a trick than a proper solu-
tion, especially considering the accessibility issue [16]. For instance, setting the
contenteditable attribute shifts, and thus breaks, the page layout if not spec-
ifying in addition the CSS property overflow-y (or overflow-x) to either of
hidden, scroll or auto.

Although in general other controls, such as the date control (input type =
date), can be rotated as described for the range control previously, and with
the same positioning limitations, this is without vertical RTL support for their
content.

5 Conclusion

For decades, computer systems have tried to adjust their human interfaces to
users of various cultural backgrounds, starting with the notorious character
encoding issue. Although significant improvements have been witnessed in this
field, some sort of complacency has taken place within some cultures: the con-
ventional, foreign approach (e.g. horizontal LTR) being convenient enough, too
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little efforts were made to adjust interfaces to cultural principles, such as the
vertical RTL writing system of several Far Eastern countries. We have given in
this paper a constructive proof of the feasibility of vertical RTL graphical user
interfaces. Furthermore, we have shown that several UI principles can be reused
to flatten the learning curve for users making the switch between the conven-
tional horizontal LTR layout and the proposed vertical RTL one. The obtained
results have been discussed from a technical point of view: what is currently
possible, difficult and impossible.

Regarding future works, a meaningful task would be to improve vertical
typography: for instance, the handling of Latin words mingled inside vertical
text. This is however a complex issue [17]. In addition, considering the case of
out-of-browser applications could be another future work: native GUI controls
and capabilities seem not as advanced as what a modern Web browser supports
with respect to vertical RTL layout and typesetting. Finally, defining and tri-
alling patterns through additional experiments, involving several users, to further
investigate the cultural needs, applicability and to estimate the learning curve
of the proposal’s approach would also be very relevant.

Acknowledgement. The author sincerely thanks the reviewers for their helpful com-
ments and suggestions.
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Abstract. With the advancement of Information and Communication Technolo-
gies (ICTs) in providing new tools for interaction between citizens and government
agents, public participation has been improved, allowing access to a more signif-
icant number of participants in the public policy process, and allowing faster and
better monitoring of public servants’ initiatives.

These specific ICTs may be seen as generators of information systems, which
promote processes and social values among citizens and public agents acting as
users. This research is a descriptive one, that presents six cases of technologies for
improvement of social participation, and which can be potentially useful for smart
city development through institutions termed living labs. The paper describes real
cases analyzed under the perspective of information systems, presenting chal-
lenges and results aligned to six models of use of ICTs for improvement of social
participation, as proposed by [1]. The research collaborates to interpreting the
design of smart cities under the perspective of information systems development.

Keywords: Social participation · Smart cities · Living labs

1 Introduction

Participation and public deliberation are essential elements in democratic processes [2,
3], and may contribute to more effective, efficient, and legitimate decision making [1, 4].
Besides that, the lack of popular participation may impose obstacles on implementation
of public policies. Subsequent paragraphs, however, are indented.

Considering public participation as a redistribution of power that allows a deliberate
inclusion of individuals previously excluded from political and economic processes, [5]
and [6] suggested that participation mechanisms may vary in three dimensions: i) who
does participate; ii) how participants do communicate and make decisions altogether,
and iii) how decisions are connected with public actions or policies.

With the advancement of Information and Communication Technologies (ICTs),
public participation in the process of public policies has been enhanced, giving access
to a more significant number and diversity of people. It also makes available new ways
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of interaction between citizens and governments, and entails a more efficient follow-up
of government’s results and initiatives.

This paper presents six case studies aligned with six different social participation
models, describing real cases, putting in evidence results and challenges. The research
seeks to understand smart cities’s design under the perspective of information systems,
considering the participation of citizens and public servants in the role of users of infor-
mation systems engaged in “business” processes, which produce added value through
the identification of problems and proposal of solutions for urban areas.

The paper is structured as follows: the next section presents a brief consideration
of public participation. Despite the fact that there are several typologies that help in
the categorization of technologies to promote greater interaction between citizens and
government, this paper focuses on discussing the models proposed by [1]. Some cases
will be debated, exemplifying the use of technologies for promoting public participation,
specific processes and values. Finally, the paper debates on the use of said technologies
in allowing public participation in living labs and smart cities, regarding possible results
and challenges for implementation.

2 Relevance of Information System Technologies for Public
Participation

The impact of information system technologies in public policies and thus in the well-
being of society may be influenced by citizens’ capacity to participate as users in the
processes of decision making. However, regardless of the general perception that the
community participation in the government’s decision might induce important benefits,
several real efforts result in costly and inefficient solutions [7].

According to [8], with the increase in access to the Internet and the advancement
of technologies for user location detection, several barriers to citizen participation have
diminished, and a massive amount of information may be generated. However, there are
other factors that still inhibits greater public participation: (i) logistic, due to difficulties
of access to places with an adequate technological infrastructure or short time available
for participation; (ii) dynamic of power reflecting different relevance and influence of
the various stakeholders; and (iii) communication, arising out of different styles and
communication capabilities [9]. Besides that, cultural and territorial aspects may cause
civic alienation [9, 10].

Considering the context of smart cities, in which living labs [11, 12] and [13] may
contribute to the development of solutions that bring together different stakeholders to
find answers to urban challenges, the warranty of public participation becomes essen-
tial. Considering the economic, social, and educational disparities in cities, a fair use of
technologies and performance of citizens in specific roles as information system users
may contribute to a higher degree of inclusion. It also may enhance the population’s
influence as a whole in the process of political decision making. The relationships and
influences between technology and public participation may be analyzed under differ-
ent dimensions. Under the perspective of the influence of digital technologies in the
components of the political process, involving different levels and interests, [1] presents
models that identify information flows among agents which participate in the political
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decision. From a basic model, [1] propose six models: (i) Muscular Public Sphere, (ii)
Here Comes Everybody, (iii) Direct Digital Democracy, (iv) Truth-Based Advocacy, (v)
Constituent Mobilization, and (vi) Social Monitoring.

Our hypothesis is that if higher social participation can be addressed by a special set of
models of digital technologies, these technologiesmay indeed foster information systems
aimed for use in the “business” of smart cities. In this paper we depart from the definition
of information systems proposed by [14, p. 38], that declares an information system
as “a cohesive combination of processes, concerning the collection, transformation,
storing and retrieval of (output) data which contain news for the user, regardless of the
technical means applied”. Furthermore, it must be stressed that the user and also the ICTs
(technical means) are integral parts of an information system. Put in simple ways, an
information systemmay be described as a specialized assembly of (i) users, (ii) processes
and (iii) ICTs, producing a (iv) new and distinctive values or beneficial outcomes to an
organization. The users in an information system are the people that develop specific
roles when using the technological service interfaces presented inside the system. The
processes in an information system are the internal flows of tasks executed inside the
information system that produce specific values for the users and the organization.

The generic value of the information systems to be identified further in this paper is
the improvement of social participation in the development of public policies for a city.
The processes are those flows and transformations of information that help to create
such values. The users in general are citizens and public servants tied to the city in
context, developing specific roles. The framework in which the studied technologies are
classified are briefly presented in the next section.

2.1 Models of Digital Technology for Public Policy Development

In the work “Six models for the internet + politics”, [1] presents a basic model of the
relation between citizens and policies. This basic model and its refinements suggest that
citizens originally joined interest groups and social organizations. Such groups, as they
grow, recruit and mobilize other citizens, strengthening the defense of their interests.

In themodelMuscular Public Sphere, ICTs promotes citizens’ higher participation in
the definition of public opinion and a higher degree of communication between citizens,
public agents, and politicians. The use of technologies by citizens, in this model, may
partly withdraw the direct influence of traditional organizations over public agents [1].

Another model established by [1], Here Comes Everybody, emphasizes a direct
involvement of citizens in production of public policies, in detriment of communica-
tion and information. In this context, ICTs are used to aggregate individuals aiming at
obtaining conquests for the public. Citizens develop through ICTs a direct influence on
public actions, with a corresponding reduction of the role of traditional organizations,
politicians, public agents or specific policies and norms.

In the model Digital Direct Democracy [1] ICTs are employed to exert a more direct
influence of citizens in politics, reducing the role that traditional organizations have on
the public sphere as a whole [1].

In the model Truth-Based Advocacy, digital platforms become mechanisms through
which organized groups bring facts and concerns that give a direction to public opinion,
which, by its turn, may influence public agents [1]. In this context, new media platforms
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have a fundamental role in leading traditional organizations to transmit information to
formpublic opinion. This shall cause a stronger pressure on public agents and politicians.

The model Constituent Mobilization [1] focuses on using ICTs to strengthen the
interaction between citizens and traditional organizations, bringing greater attention to
other citizens and the general public. This model is based on crowd-sourcing with the
production and solving of distributed problems.

The research of [1] brings the argument that, due to political incentives and institu-
tional restrictions, the models (i) Muscular Public Sphere, (ii) Here Comes Everybody,
and (iii) Direct Digital Democracy, although more revolutionary and transformative, are
less likely to be implemented than themodels (iv) Truth-BasedAdvocacy, (v)Constituent
Mobilization, and (vi) Social Monitoring, which have an incremental contribution to the
use of technology in policies.

3 Case Studies

This section presents six cases of information system technologies, mostly in the brazil-
ian context, for participative governance applied to citizens, which implement most
aspects of the theoretical constructions developed by [1]. This section is split into six
parts, corresponding to examples of implementation of the six models [1]: (i) Muscular
Public Sphere (MPS), (ii) Here Comes Everybody (HCE), (iii) Direct Digital Democracy
(DDD), (iv) Truth-Based Advocacy (TBA), (v) Constituent Mobilization (CM), and (vi)
Social Monitoring (SM).

Muscular Public Sphere (MPS). To exemplify the study of a technology aligned to
the MPS model [1], we refer to Operação Serenata do Amor – OSA [15] as a way of
public participation and contribution to social control. OSA’s main goal was to present
how Open Government Data - OGD can be employed to oversee reimbursements made
by a Quota to Exercise Parliamentary Activity - QEPA. Departing from the supposition
that the mere availability of Open Government Data in XML format does not necessar-
ily comply with the principles of Open Government, OSA searched for alternatives for
citizens to use these data to oversee the ways members of the brazilian parliament use
QEPA. To test the hypothesis, OSA built two internet-based robots, Rosie and Jarbas.
Rosie was built to detect eventual frauds, and Jarbas to facilitate the visualization of
data generated by Rosie. Among the results of OSA, it was verified that more than 80%
of denunciations of suspicious expenses did not get any attention from politicians, who
just ignored the messages sent by these robots; thus, to present the results of eventual
suspicious expenses, Rosie got an interface on Twitter [15]. While studying the referred
project, [16] verified that the use of big data in fighting against corruption was quite
efficient with the project, and found a considerable volume of irregularities in pub-
lic expenses. Concerning the publicity of results, the authors explain that the suspicious
expenses’ presentation is done through the Twitter platform. Departing from the hypoth-
esis that OSA is a ICT assembly that fostered a new information system, we may state
that: (i) OSA’s users are, in more specific terms, citizens overseeing public spending, and
politicians using quotas”; (ii) OSA’s main processes are detection of fraudulent behav-
ior using machine learning; data visualization; and robot-based tweeting. Finally, the
(iii) values added by the system are: social engagement; social control; public spending
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control; transparency; and accountability. These information system elements of OSA
are declared in a corresponding line in Table 1.

Here Comes Everybody (HCE). To exemplify themodel HCE [1]we studied Fab Lab
Livre SP, from the city of SãoPaulo, Brazil. Inspired on the philosophy of "CulturaMaker
– Faça Você Mesmo" (maker culture – do it youself), Fab Labs are collaborative and
creative spaces, totally free of cost, that give to citizens access to high technology maker
spaces in support to development and implementation of ideas and projects [17]. The
methodology adopted by Fab Lab follows a teaching process stimulating the sharing
of information and collective construction of ideas. It is based on four dimensions:
(i) knowledge, science, technology; (ii) participation, citizenship, and democracy; (iii)
education; (iv) social relevance. With the use of social technology, Fab Lab allows the
democratization of access to newdigital technologies,making available to the population
a set of last generation ICT tools and the possibility of living in an innovative and
collaborative ambiance. The specific characterization of information system’s users,
processes and added values generated by Fab Lab Livre SP are declared in Table 1.

Digital Direct Democracy (DDD). One of the easiest ways for public participation
in city issues involves public consultations. This was the case of Digital Participative
Budget in the city of Belo Horizonte, Brazil (OP Digital BH), which is mentioned in the
study of [1], as an example of Digital Direct Democracy.

In Belo Horizonte there were two ways for citizens to engage in the Participative
Budget: the In Person Participative Budget (PPB), implemented since 1993, and the
Digital Participative Budget (DPB), implemented in 2006. DPB was created so that
citizens could use the Internet (https://opdigital.pbh.gov.br) to choosewhich construction
projects are to be built. To do so, it is sufficient for the citizen an access to the Internet
and to be registered as an elector in the city [18, 19]. Its pioneer introduction and the
high population’s adherence made the case “Digital Public Budget in Belo Horizonte”
to be recognized as an innovative experience in the field of participative democracy by
the International Observatory of Participatory Democracy – IOPD [20]. The specific
characterization of information system’s users, processes and added values generated
by OP Digital BH are declared in Table 1.

Truth-Based Advocacy (TBA). In the fourth model of technologies for promotion of
public participation for public policy development, “Truth-Based Advocacy” [1], digital
platforms become mechanisms through which citizens may bring facts and concerns
directing the public opinion, which, by its turn, may influence public agents. For this
case, it is worth the experience implemented in Lisbon, Portugal, termed LisBOAIDEIA
[21]. In this social participation technological model, citizens may, by accessing an
online portal, submit an idea on a general subject of interest (examples of published
ideas: parking in Lisbon, urban art in electric power poles). These ideas stay available
for online voting for sixty days and, if they getmore than 100 votes, Theywill be analyzed
by the Municipality, which shall have the last word [17]. The specific characterization
of information system’s users, processes and added values generated by LisBOAIDEIA
are declared in Table 1.

Constituent Mobilization (CM). Aligned to the fifth model, “Constituent Mobiliza-
tion” of [1], it is worth referring to the experience of participative budget developed

https://opdigital.pbh.gov.br
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on the platform “Decide Madrid”, from Spain. This one was awarded the prize of pub-
lic service 2018 for the United Nations - UN, in the category “Turning institutions
inclusive and ensuring participation in decision making”. The decision was precisely
based on transcending the mere logic of participative budgets functioning, in which the
administration selects a set of projects, then citizens just vote. Based on the use of Con-
sul free software, this experience advances in terms of digital participation, paving the
way for democracy in a bottom-up mode through direct and binding mechanisms [22].
The specific characterization of information system’s users, processes and added values
generated by “Decide Madrid” are declared in Table 1.

Social Monitoring (SM). Finally, the last model proposed by [1] is “Social Monitor-
ing,” in which public agencies and civil organizations use digital techniques of a survey
on the information of individuals to identify problems, bringing attention to other citizens
and the public. For this model, it must be referred to the strategy of popular participation,
comprising cases in which citizens may digitally interact in monitoring and evaluating
the impacts of a public policy. This is an experience of the app Promise Tracker [23],
developed by MIT’s Media Lab, an open code tool designed to help communities, indi-
viduals, and civil society organizations to monitor the commitment of public authorities
and, this way, to require greater civic responsibility of managers and politicians. An
example of real use of this technology aligned with the “Social Monitoring” model is
the project Belém’s Scholar Snacks (“merenda escolar”), were civil society organiza-
tions, agencies of government control, a university and a scholar networkadopted the app
Promise Tracker for monitoring the quality of the Scholar Snack offered by the public
schools of the city of Belém, Brazil. The vast diversity of actors in the implementation of
this initiative became one of the key elements for the monitoring, whose lessons learnt
were observed in different categories: for the snacks (improvement in preparing and stor-
ing and in the quality of the ingredients); for the participants (understanding of the lunch
as a right); the commitment of the students (citizen monitoring as a tool for learning);
apprenticeship on technology and mobilization (technology helping to scale, streamline
and make visible the use of multiple technological platforms and relevance of a cam-
paign organization); apprenticeship on network organization (roles and division of work,
the power of inter-sectoral partnerships for monitoring, the value of collaboration with
governmental control agencies, the development and consolidation of partnerships) [23,
24]. The specific characterization of information system’s users, processes and added
values generated by “Belem’s Scholar Snack" are declared in Table 1.

Next, Table 1 is presented with a synthesis of all the information system elements
related to each case studied. For each ICT solution, are presented its users), processes
and added values.

Analysis of data from Table 1 shows that each case studied presents distinctive
processes characteristic of the models to which they adhere: The “musculature” of
the public sphere was improved by machine learning processes working on open data;
FabLab’s harmony occurs through the sharing of ideas, information, tools and physical
resources, projects and so on; The Digital Participative Budget in Belo Horizonte city
was made possible by easy online access, use of strong user authentication mechanisms,
and online voting processes. Advocacy in finding the “truth” in LisBOAIDEIA occurred
because of the system’s capacity to organize separate proposals and debates in thematic
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Table 1. Information system’s elements present in case investigated.

Case@Model Users (roles developed
by people)

Processes (internal
flows of tasks)

Added value
(beneficial outcome
produced)

Operação Serenata
de Amor-OSA
@MPS

Citizens overseeing
public spending;
Politicians using
quotas

Detection of suspicious
behavior using
machine learning; data
visualization;
robot-based tweeting

Social engagement;
social control; public
spending control;
transparency;
accountability

Fab Lab Livre SP
@HCE

Citizens engaging in
the maker culture

Capacity building;
sharing of information
and high tech artifacts;
collective development
of ideas and projects

Democratization of
knowledge, science
and technology;
collaborative
participation;
promotion of maker
culture; social
engagement

Digital Participative
Budget (DPB)
@DDD

Citizens prioritizing
public spending in his
territory

User identification and
authentication; online
and telephone voting;
online debate;
georeferencing

Social engagement;
social control; public
spending control;
transparency;
accessibility

LisBOAIDEIA
@TBA

Citizens and activists
engaged in debates

Authentication via
social media; web
pages and forms;
online voting;
organization of
proposals by thematic
area

Social inclusion;
deliberative quality;
multichannel
participation;
protection of
personal data;
transparency

Decide
Madrid
@CM

Citizens selecting
budget application
proposals of popular
origin

Authentication via
social media, online
discussion forum,
georeferencing

Participatory
deliberation,
proposal and
refinement of
projects and laws

Belem’s Scholar
Snacks
@SM

Citizens and civil
society organizations,
and control bodies that
oversee public policies

Crowdsourcing;
georeferencing;
dashboard of indicators

Understanding and
monitoring the
implementation of
public policies, data
collection to
facilitate engagement
and civic action

Source: the authors
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areas and multichannel participation. Mobilization in Madrid depended on the use of
social media-based authentication. Finally, social monitoring relied on crowdsourcing
processes, production of indicators and dashboards.

In view of this, the question that should be investigated in a deeper study of this work
is whether the selected items of each information system could be employed as building
blocks of information systems, as in a “Lego” approach. These “Lego” blocks could
be made available within living labs for promotion of collaborative emergent designs
of information systems to be built by citizens. Thus, it might be possible to use these
guidelines to identify which processes and values that are of most interest to citizens
who experience these living labs, in search of the improvement of social participation
practices in smart cities.

4 Final Remarks

The study aimed to conduct a survey of technologies for social participation, presenting a
description of six real cases, evidencing challenges and results. For this, the “SixModels
for the Internet + Politics” proposed by [1] was used as a framework for identifying
models of social participation technologies. The paper provided a description of the six
models and case studies related to each model.

The case studies are just one small and documented sample, considering the
adoption of social participation technologies and political decision-making concern-
ing their positive aspects and the challenges that managers may find while adopting such
technologies.

While in a position of neither advocating the use of the technologies nor showing a
total skepticism on that, we tried to unveil how technologies are seen as tools/means to
promote public participation through the deployment of information systems, but not as
a remedy to solve all the democracy deficits.

This approach is in line with [23] and [24] when clarifying that a technique is
produced within a specific culture, and the society is conditioned by the methods it
possesses.

Althoughnot exhaustive,webelieve that this initial analysis allows evidence of strate-
gies of validation for social participation products and services as criteria for improving
urban efficiency. Future research must not forget that other citizen participation develop-
ments, such as the public sector’s opening of data allowing new services and solutions,
must be created by private initiative, third sector, or civil society.

Besides that, and specifically, concerning the fight against pandemics coronavirus
disease (Covid-19), transparent management of data is more than necessary because it
helped managers follow up on the virus situation in different urban contexts and make
effective control decisions about the disease.

From this perspective, technologies will contribute to increasing the dialogue and
allowing a better sense of commitment and efficiency. It also will allow greater collab-
oration and responsibility on the part of the involved actors, in the exact measure of
an existing openness and transparency of data, as a crunch strategy for passing from a
traditional government to an open government, in which citizens trust and know.
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Finally, it is believed that this work can contribute to future studies focusing on
information systems and social participation, to identify which processes and values are
more efficient for citizens who experience living laboratories for innovation in urban
settings.
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Abstract. Electroencephalography is proposed as an alternative for evaluating
user experience with two interactive systems. Traditionally, evaluation methods
are applied either during the interaction, which can disturb the user, or at the end
where the user does not usually remember all of their interactions. Therefore,
using a BCI (Brain Computer Interface) device as OPEN-BCI as an alternative
to evaluate the user experience of a subject while interacts with two interactive
systems. In this evaluation were analyzed the sub-bands: alpha, theta and beta.
The results show differences in workload and emotions. In addition, consistent
analysis of the EEG data, were applied questionnaires, as: SUS, NASA-TLX y
SAM, where data showed high consistency.

Keywords: EEG signals · User eXperience · Brain-computer interfaces ·
Ubiquitous computing

1 Introduction

The focus of technology today lies in integrating itself within different types of users
and contexts, as new forms of interaction are created. The research line of HCI (Human-
Computer Interaction) thus enjoys an important role in recognizing user behavior, detect-
ing it, processing it and responding according to this behavior and its interest has cen-
tered on how to evaluate these types of interaction. Traditionally, evaluation methods are
applied either during the interaction, which can disturb the user, or at the end where the
user does not usually remember all of their interactions, especially unsatisfactory when
the aim is to evaluate emotions during the interaction [1]. Researchers have therefore
been interested in evaluating user interactions through implicit methods, one of these
implicit methods is electroencephalography, a method by which to monitor a person’s
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brain activity [2] by means of electrodes that adhere to the scalp, although different
types of electrodes allow it to be non-invasive. Therefore, researchers have been inter-
ested in analyzing patterns related to emotions, through brain activity [3]. These types
of EEG signals are measured through electrical impulses produced by the brain cells
of a person and, through electrodes that are placed on the subject’s scalp, it is possible
to capture these signals [4, 5]. Studies have used EEG signals for different purposes,
such as analyzing the effect of frequency bands [6–9], recognizing emotions supported
by machine learning techniques [10, 11] and rehabilitation [12]. Elsewhere, user expe-
rience is defined by ISO 9241-210 as a person’s perceptions and responses that result
from the use or anticipated use of a product, system or service [13, 14]. Subjective expe-
rience has received much attention in evaluating the experience when a user interacts
with technology. However, from the field of neurosciences, people’s emotions and cog-
nition are affected by an event [15]. Meanwhile, the development of BCI devices has led
researchers to take more interest in EEG signals. The research proposal therefore arises:
How can electroencephalography be an alternative to evaluate the user experience of
interactive systems?

2 Background

Brain signals involve cognitive and emotional states that, in order to capture a subject’s
brain activity, can be captured by electrodes placed in certain positions on the head. These
positions follow an international standard 10–20 system [17], which is an internationally
recognized method for describing and applying electrode placement. A well-known
method to capture a person’s brain activity is the electroencephalogram (EEG), which
allows a neurophysiological exploration of a person. BCI’s equipment makes use of
the EEG method. EEG measure voltage fluctuations result from ionic current with the
neurons of the brain [18]. The oscillations of the EEG signals are thus represented
in different frequency bands or ranges: delta (δ, <4 Hz), theta (θ, 4–8 Hz), alpha (α,
8–13 Hz), beta (β, 13–35 Hz), and gamma (γ, >35 Hz) [7]. EEG signals, each band
corresponds to specific characteristics. The theta band (4–8 Hz) is related to emotional
information [19]; the alpha band (8–13 Hz) is related to cognitive processing [20]; the
beta band (13–30Hz) to logical thinking and to stimulation effects [21]; while the gamma
band (over 30 Hz) is related to memory, linguistic processing, cognition and attention
[22]. Electrodes is labelled with a letter and a number. The letter refers to the area of
brain underlying the electrode, such as: F - Frontal lobe, T - Temporal lobe, C - Central
lobe, P-Parietal lobe, O - Occipital lobe. The numbers denote the right/left side of the
head. The electrodes are then placed at points that are 10% and 20% of these distances.
Therefore, the selection of the channels and band types are related to the purpose of the
study, such as cognitive load and emotions. Someworks as Calcagno et al. [23] have used
29 electrodes to analyze the programmer’s experience. They analyzed the delta, theta,
alpha and beta bands for each channel, where they found that delta and theta increased
in the frontal and parietal-occipital regions. Meanwhile, Shivsevak et al. [24] analyze
cognitive load and affective, where they have found variations in the alpha and theta
bands, where there is a decrease in the spectral potential of alpha, while theta there is
an increase. In addition, channel selection to analyze cognitive load can change for each
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subject. Tian et al. [25] found that the selected channels vary from subject to subject.
Also, the feature and lead selection is highly dependent on the task being performed
as they directly relate with the activated lobes of the brain [26]. A study conducted by
Peng et al. [27] found an increase in stress at Fp1 and Fp2. Another study were used F3
and F4 position to measure the motor imagery tasks involve imagination of movement
[28]. The O1 and O2 positions are located above the primary visual cortex [29], and C4
sensory and motor functions. Therefore, to measure cognitive load have been reported
as sensitive to task difficulty manipulations alpha and theta bands [30, 31].

3 Materials and Methods

An experiment was designed that consisted of capturing the brain activity of a group
of people as they interacted with a classic game called Snake [32]. Interaction in this
game was performed in two different ways. The first interaction, System 1, involved a
traditional interaction with computer and keyboard. The second, System 2, involved the
use ofNFCcards and amobile device such as a smartphone.NFCcardswere designed for
interaction with system 2. Each card featured a representation of the movement symbol
(left, right, up and down) also associated with a color. The movements associated with
each color were: Up (brown), Down (green), Right (purple), Left (blue).

3.1 Participants

Brain activity data was captured from 6 subjects (3 women and 3 men) between the
ages of 18 to 25. Each subject provided their signed, informed consent to participate
in the study, at which point the conditions and protocol of the experiment regarding
publication of the data were explained. In turn, the procedures followed met the human
experimentation ethical standards according to the Helsinki declaration.

3.2 Instruments

The OPENBCI device was used to measure the electrical activity of the brain using
electrodes placed on the skin of the scalp. The type of electrode used, therefore, was
Gold Cup, applying conductive gel to the scalp of the subject. When too much gel is
applied, however, it excessively presses on the scalp. In the skin preparation, the subject
was required to wash his or her hair with coconut soap, with the aim of establishing a
better contact area between skin and electrode and to reduce the impedance (between
10 kOhm to 5 kOhm).

The questionnaires applied for each subject were as follows: SAM (Self-Assessment
Manikin) [33], NASA-TLX [34] and SUS (System Usability Scale) [35]. SAM is a
picture-oriented questionnaire developed to measure an emotional response. The ques-
tionnaire measures three characteristics of an emotional response according to the theory
of emotion proposed by Lang et al. [36], in which he defines an emotion represented
by three dimensions. These are: Affective valence, representing the image with a smile
and indicating a maximum score of 9 to a sad face representing a minimum score of 1;
Arousal, represented in the figure with eyes open (maximum score 9) or another very
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relaxed figure (score 1). Lastly, Dominance would vary from a very small figure to a
very large one. The NASA TLX (Task Load Index) questionnaire is a subjective, multi-
dimensional assessment tool used to evaluate the perceived workload and effectiveness
of a task. The SUS (System Usability Scale) questionnaire relates to measuring user
experience, since it measures user satisfaction on interacting with a product. This ques-
tionnaire is composed of 10 questions in one, with five response options, ranging from
strongly agree (5) to strongly disagree (1). When using SUS, participants are asked to
rate the 10 questions on a Likert scale of 1 to 5. The scores that each participant assigns
to each answer are added together and then multiplied by 2.5 to convert the scores on a
scale from 0 to 100. As such, a SUS score above 68 is considered above average, and
below 68 below average.

3.3 Experimental Procedures

For data capture, an OPEN-BCI device was used using the Cyton card (+reference,
+ground) and 8 channels (Fp1, Fp2, F3, F4, C4, P4, O1 and O2) using as reference
and ground those located in positions A2 and A1. A sampling frequency of 250 Hz
was used to capture the EEG signals, that is to say that every 4 ms approximately
256 samples were captured, with a total of 5,160,960 data being collected through the
BCI device. Electro-gel sensors were used, since these facilitate longer recordings and
improve patient care.

The process consisted of twophases. In the first phase, subjectwas asked to close their
eyes for 90 s to neutralize their emotions. They were then required to interact for 120 s
with the first interactive system. Once the interaction was over, the SAM, NASA-TLX
and SUS questionnaires were applied. Interaction with the second interactive system
featured the same procedure, with subjects first being required to close their eyes for 90 s,
followed by an interaction for 120 s, before finally responding to the SAM, NASA-TX
and SUS questionnaires.

Since the captured EEG data is large (8 channels) and contains redundant and noisy
information, the raw data was pre-processed, eliminating artifacts and reducing the
sampling of the raw data to reduce computational overhead in feature extraction. A
second order Butterworth filter was first applied, to filter from 0 to 64 Hz. From the
information therebyobtained,Wavelet transform [37]was applied.TheEEGsignalswere
thus sampled at 250 Hz. Six levels of decomposition were selected using Daubechies
Wavelet, in particular Wavelet db4. This selection was based on previous work related
to smoothing, to analyze EEG signals [38, 39]. The approximation coefficients at level 6
(A6: 0–4 Hz) and the detailed coefficients at level 6 (D6: 4–8 Hz), level 5 (D5: 8–16 Hz)
and level 4 (D4: 16–32 Hz) produce the delta, theta, alpha and beta sub-bands of the
EEG.

3.4 Results

Figure 1 shows the relative energies for the theta, alpha and beta bands for systems 1
& 2. In the theta band the relative energies for each channel are greater for system 1
than system 2, while for the alpha and beta bands, the energies for system 2 are greater
than system 1. When comparing the alpha and beta frequencies for each channel, it is
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observed that the greatest changes occur for channels C4, F3, Fp1, Fp2, O1, O2, P4.
However, for the Fp2, O1, O2 and P4 channels it behaves very similar in both channels
(beta and alpha), while for the theta band the Fp2 and O1 channels behave the same, and
F3 and Fp1 likewise. It is also observed that in the beta band a higher value is observed
for the Fp1 channel. The beta band is associated with active thinking, active attention,
focusing on the outside world or solving concrete problems [40].

Fig. 1. Energy for each sub-band of beta, alpha, theta and delta frequencies for the both interactive
systems.

Therefore, cognitive tasks related to decision-making are related to the beta band,
as a maximum value is observed for the Fp1 and Fp2 channels compared to the other
bands. The beta band is associated with the state of waking and active thinking, attention
and problem solving in an adult. It is found in the frontal region [41]. It is also observed
that theta, alpha and delta have a higher value of C4, while for alpha and theta F3 and F4
are higher. Emotions meanwhile are more related to the prefrontal region, such as Fp1
and Fp2 and theta waves are related to states of relaxation.

In Fig. 2, the alpha, beta and theta sub-bands of each system by gender are observed.
The C4 channel corresponding to the central region is higher for women in the alpha
sub-band for both systems (one and two), while the C4 channel for the beta sub-band is
much smaller compared to the other sub-bands. A higher value is also observed for the
Fp1 and Fp2 channel for system one in themale gender for the theta and alpha sub-bands.
However, the beta sub-band shows a greater activation in women for system two.
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The results of the SAM tool are: system 1 for men (Valence: 7; Arousal: 3; Domi-
nance: 3.66), system 1 for women (Valence: 8.33; Arousal: 6.33; Dominance: 6), system
2 for men (Valence: 7.33; Arousal: 6.33; Dominance: 6), system 2 for women (Valence:
5.33; Arousal: 7.66; Dominance: 7.66). It is observed that men and women presented
greater activation (arousal) for system 2 compared to system 1. It is also observed that
the activation values between men and women are different, as is the valence value. In
women they tend to have higher values compared to men. The arousal is related to the
activation of emotion, and valence is the motivational component of emotion (pleasure
vs. displeasure). Dominance, meanwhile, is related to the degree of control the person
perceives over their emotional response, in which men obtained higher scores. These
differences found between men and women in values have already been found in the
work carried out by [7]. Table 1 and 2 show the results of the NASA-TLX tool, where
it is observed that the highest results are obtained in women compared to men. In turn,
it is observed that the highest values are obtained with system two. However, effort for
men in system one and two does not make a difference, while for women it does. In the
same way, frustration is presented at a higher level for system two. It is also related to
the values obtained in the theta and alpha sub-bands, the channels Fp1, Fp2, O1 and O2,
decreased in system two, while in system one they increased.

Fig. 2. Energy for each sub-band of beta, alpha, theta and delta frequencies for the two interactive
systems separated by gender (A: female, B: male).

The SUS questionnaire is focused on evaluating the usability of a system: System
1 (Men: 64.16, Women: 85), System 2 (Men: 58.33, Women: 30), that system one had
a higher value for women. This indicates that system one felt more familiar to interact
with compared to system 2. Likewise, this is evidenced in the results obtained from the
beta sub-band for system two, where the Fp1 and Fp2 channels had a greater activation
in women, as did the alpha sub-band with the C4 channel. System one also had a higher
rating for men, but it was not as differentiating compared to the female gender.
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Table 1. Results of the NASA-TLX for system 1 (a) and system 2 (b) for the male gender.

General score 30.42 General score 64.58

Mental 53.33 Mental 73.33

Physical 13.33 Physical 61.67

Temporal 28.33 Temporal 75.83

Performance 23.33 Performance 78.33

Effort 55.00 Effort 55.00

Frustration 28.33 Frustration 55.00

a b

Table 2. Results of the NASA-TLX for system 1 (a) and system 2 (b) for the female gender.

General score 43.75 General score 68.75

Mental 40.00 Mental 75.00

Physical 28.33 Physical 63.33

Temporal 45.00 Temporal 57.50

Performance 30.00 Performance 46.67

Effort 51.67 Effort 78.33

Frustration 26.67 Frustration 61.67

a b

4 Conclusions and Future Work

Electroencephalography has been used to capture brain activity of a subject. The results
have shown that different aspects of the user on interacting with a system can be ana-
lyzed, such as the workload and emotions that can influence the interaction. For this
study we have relied on subjective tools such as SUS, NASA-TLX and SAM that have
served to validate the results obtained when analyzing the characteristics of the EEG
signals. This electroencephalography technique is an alternative that allows evaluation
of the interaction of non-traditional systems. Today, the growth of technology has led
to the creation of new interaction paradigms, which can become a challenge to evaluate
these types of interface, which not only involve a digital but also a physical interface. The
evaluation methods that exist from the HCI field usually ask the user directly and indi-
rectly, before, during or after the interaction, and can be uncomfortable or the user very
often cannot remember their emotional states or interaction events. Using encephalogra-
phy, signals are captured as the user interacts with the system, and are not interruptions
from questions about the interaction or how they feel with the interface. In the EEG
signal, the frontal activity in the theta sub-band increases and the activity in the alpha
sub-band decreases with an increase in load. In turn, the increase in load is more evident
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in the female gender for system two compared to the male gender. These types of results
serve to support EEG-based assessment methods to monitor cognitive load when a user
interacts with a system. The rise of technology has made BCI systems more accessible
due to their price and use, which allows these types of system to be used not only as
interaction, but also as an evaluation tool in the field of HCI. As future work we want
to make use of pattern recognition techniques, to recognize emotions and estimate the
workload.
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Abstract. The usability of smart homes applications is crucial to ensure their
correct and pleasant use, thus contributing to the safety, comfort, and entertain-
ment of the inhabitants of a smart home. Since heuristic evaluation is a widespread
method for usability assessment, the objective of the study reported by the present
paper was to verify the applicability of this method to assess the usability of smart
homes applications. Therefore, an experience was conducted to apply the heuristic
evaluation method to assess the usability of three different smart homes applica-
tions. This evaluation involved three evaluators and was based on the Heuristic
Evaluation SystemChecklist (HESC). The results reveal that the application of the
heuristic evaluation method using the HESC is a demanding and time consuming
task, since 292 sub-heuristic should be considered. In turn, the results also show
that heuristic evaluation is effective in the exhaustive identification of the concrete
flaws of the interfaces of smart homes applications and generates a large quantity
of objective information valuable for the improvement of the applications.

Keywords: Usability · Heuristic evaluation · Smart Homes

1 Introduction

Smart homes are intended for the safety, comfort and entertainment of the respective
inhabitants, thus facilitating their daily activities [1]. The interaction with the devices of
a smart home must be intuitive and adaptable to the characteristics of the inhabitants and
their contexts [2]. In order to make smart homes applications user-friendly and usable
by all types of inhabitants in different contexts, a large investment in usability design
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and assessment is necessary. One way to ensure a high level of usability is to involve
experts in heuristic evaluations of smart homes applications [3].

In the literature, several heuristic evaluations of smart homes applications are
described, namely for assessing home control applications [4–6], smart homes devices
[7], assistive robotic furniture [8], and pervasive games for smart homes [9]. However,
these studies solely address the results of the evaluations themselves, and do not analyse
the applicability of the heuristic evaluation method, nor the respective advantages and
disadvantages. In this sense, the objective of the study reported by this article was to
verify the applicability of the heuristic evaluation method to assess the usability of smart
homes applications.

2 Background

Usability assessment is a demanding task especially when it comes to assess complex
systems such as smart homes. For instance, considering the complexity of integrated
control systems for residential environments, it is evident that the assessment of their
usability is a challenging task, since several interactive home applications (e.g., to control
heating systems) are commonly misused or under used because they are difficult to
understand and operate [1].

According to ISO 9241-11, usability is a measure of how well a specific user in a
specific context can use a system or service to achieve specific objectives with effec-
tiveness, efficiency, and satisfaction [10, 11]. Usability can affect the acceptance of a
particular system and applies to all the aspects of the interaction, including the proce-
dures of installation and maintenance [12]. It is not derived from the aesthetic, the latest
generation interaction mechanisms or the intelligence integrated in the interfaces, but
it is achieved when the design of the interfaces attends to the real needs of the users
[13]. Moreover, usability is dependent on the context of use, meaning that the level of
usability obtained depends on the specific circumstances in which the system or service
is used [10], including tasks, equipment (i.e., hardware and software), and the physical
and social environment, since all these factors can influence the usability of a system or
service [14].

Usability assessment can be empirical (based on data from real users) or analytical
(based on the analysis by experts). Empirical models include test and inquiry methods,
that are based in the observation of the users’ performancewhile they are using the system
or service to perform a task, while analytical models involve the inspection the attributes
of the interface design and are typically conducted by experts, without involving the
participation of users [15, 16]. This paper focuses on heuristic evaluation, which is an
inspection method.

According to Nielsen, heuristic evaluation involves the systematic inspection of a
user interface to analyse its usability [3]. The method comprises the judgment of one
or more usability experts (e.g., ergonomists or computer engineers) about the suitability
of the interface of a system or service according a set of criteria, recommendations
standards, and usability principles (i.e., the heuristics) [17]. Heuristics are established
set of principles of interface design organized on written sentences [18]. Heuristics have
a dual-use as they can be used both for creating an interface (typically used by designers
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and developers) and to assess its compliance in terms of usability (typically performed
by usability evaluators) [19].

In a heuristic evaluation, the participation of three to five evaluators is recommended
since a single evaluator may not be able to identify all the problems of an interface.
It is also advised that the assessment should be carried out in two stages to ensure
independent and uninfluenced assessments. In the first stage, each evaluator should
inspect the interface individually at least twice, considering the heuristics, on order to
identify usability problems. In the second stage, known as a debriefing, a consensus
meeting should take place so that evaluators are able to discuss the usability problems
they encountered and to generate a unique list of problems [12].

3 Methods

3.1 Study Design

Considering the aforementionedobjective, the study reported by this articlewas informed
by the following research questions:

• RQ1: Is heuristic evaluation suited to assess the usability of smart homes applications?
• RQ2: What are the advantages and disadvantages from using heuristic evaluation to
assess the usability of smart homes applications?

An experience was conducted to apply the heuristic evaluation method to assess the
usability of three different smart homes applications.

In this usability assessment three evaluators were involved. They had a vast experi-
ence in usability, user experience and human factors, and have been involved in research
in human-computer interaction for over ten years. To perform the inspection, two eval-
uators analysed all the screens of the applications’ interfaces individually at least twice,
based on the heuristics, to identify and note possible problems.

The heuristic evaluation was based on the Heuristic Evaluation System Check-
list (HESC) [20]. The HESC covers the ten original Nielsen heuristics [11] and also
includes three heuristics related to user skills, user experience and privacy. In total, the
HESC consists of 292 sub-heuristics that help the evaluators to review thoroughly the
applications.

The assessment was carried out in two stages to ensure independent and uninfluenced
assessments. In the first stage, each evaluator individually inspected the all the screens
of the applications’ interfaces twice considering the HESC, aiming to identify usability
problems and their locations. In the second stage, the debriefing, there was a discussion
in which the evaluators clarified the problems uncovered and generated a single list of
usability problems. The third evaluator participated in this debriefing and established an
agreement whenever there were doubts.

The procedures and work sessions held to carry out the heuristic evaluation of the
three smart homes applications were the following:
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• Training session on the applications - A presentation session of the applications and its
functionalities was held on June 2020. In this session information about the applica-
tions was provided to the evaluators. None of the evaluators had any previous contact
with the applications or were involved in their development.

• First heuristic evaluation session - The evaluators performed the heuristic evaluation
based on theHESC [20], independently, indicating the non-applicable heuristics, those
verified without problems and those with problems. This first review took place on
the middle of June 2020.

• Second heuristic evaluation session - The evaluators reviewed the applications for the
second time, adjusting whenever necessary the evaluation made in the first session.
This second review took place on the end of June 2020.

• Consensus session -The evaluators compared the results of their individual evaluations
and established a consensus regarding the sub-heuristics in which there was disagree-
ment. A third evaluator participated in this session that was held on the beginning of
July 2020.

Once the assessment of the smart homes applications was concluded, the three eval-
uators conduct a brain storming discussion to systematize the main difficulties related to
the application of the heuristic evaluation method, to identify the respective advantages
and disadvantages, as well as to analyse the respective adequacy in terms of usability
assessment of smart homes applications.

3.2 The Assessed Applications

The three smart homes applications selected for the experimental work (i.e., HomeCom,
HomeComPro and EMMA) were developed by Bosch Termotecnologia (Fig. 1).

HomeCom is an application aiming to control the heating system over the internet
using a smartphone, tablet or computer. In turn, HomeComPro is a version of HomeCom
that allows not only the interactionwith inhabitants but also the interactionwith installers.
It allows the technicians to access remotely the heating systems of their customers for
providing help desk functions. Therefore, the application allows managing small repairs
in a more accessible way.

Fig. 1. HomeCom, HomeCom Pro and EMMA.

Finally, EMMA is an energy management application for smart homes. It is part
of Bosch Smart Home Controller that is connected to a photo voltaic system via a
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communication network and its objective is to distribute solar energy in an intelligent
and automatic way in a smart home. Household appliances have priority and after they
are supplied, energy flows to the heat pump and the battery storage. Superfluous solar
energy only flows into the public grid when home devices and batteries are already
supplied. Through themanagement application, the inhabitants have access to the energy
distribution in the building at any time.

4 Results

The application of the heuristic evaluation method based on the HESC [20] is not a
simple process, even for experts, as it presupposes the verification of a large number of
heuristics and sub-heuristics.

Each heuristic is divided into sub-heuristics and each sub-heuristic is presented as
a question. For example, the first two sub-heuristics of the heuristic 1 (Visibility of the
System Status) are sub-heuristic 1.1 (Does every display begin with a title or header that
describes screen contents?) and 1.2 (Is there a consistent icon design scheme and stylistic
treatment across the system?). The evaluators are able to identify usability problems by
answering the sub-heuristics questions, However, before answering each sub-heuristic
question, the evaluators must decide if it is applicable to the system or service being
evaluated or not.

The HESC includes 292 sub-heuristics as it is presented in Table 1. Moreover, the
number of sub-heuristics per heuristic is not constant. The heuristic with more sub-
heuristics is the heuristic 4 (Consistency and Standards) with 51 sub-heuristics, and
the heuristic with less sub-heuristics is the heuristic 13 (Privacy) with only three sub-
heuristics. The fact that there are so many sets of sub-heuristics, with different number
of elements, makes the method difficult to apply.

In the HomeCom and HomeCom Pro evaluations, of the 292 sub-heuristics included
in the HESC, 114 were not applicable, while in EMMA, 124 sub-heuristics were not
applicable. The sub-heuristics thatwere not applicable are those that address features that
do not make sense for the applications under analysis. Examples of sub-heuristics that
were not applicable when assessing HomeCom andHomeComPro include sub-heuristic
13.1 (Are protected areas completely inaccessible?), because there are no protected areas
in both applications, or sub-heuristic 4.48 (If the system has multipage data entry screens,
do all pages have the same title?) since both applications do not have multipage data
entry screens. In the case of EMMA, examples of sub-heuristics that were not applicable
are sub-heuristic 7.8 (Is there an obvious visual distinction made between “choose one”
menu and “choose many” menus?), since the application does not have chosen menus,
or sub-heuristic 12.15 (Is the numeric keypad located to the right of the alpha key area?)
because the application do not support the use of keypads.

Although a significant number sub-heuristics were not applicable for the evaluation
of HomeCom, HomeCom Pro and EMMA, there was no quick way to select which
ones were applicable and non-applicable. In fact, within the same heuristic, some sub-
heuristics may be applicable, and others may not, which forced the evaluators to always
review all of them.

Another aspect that was evident in the completion of the heuristic evaluations was
the fact that it took a significant amount of time to carry out the evaluations. Since the
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Table 1. The HESC and corresponding number of sub-heuristics.

Heuristics Number of sub-heuristics

1. Visibility of the System Status 29

2. Match between System and the Real World 24

3. User Control and Freedom 23

4. Consistency and Standards 51

5. Help Users Recognize, Diagnose, and Recover from Errors 21

6. Error Prevention 15

7. Recognition Rather Than Recall 40

8. Flexibility and Minimalist Design 16

9. Aesthetic and Minimalist Design 12

10. Help and Documentation 23

11. Skills 21

12. Pleasurable and Respectful Interaction with the User 14

13. Privacy 3

Total 292

HESC is so exhaustive and contains so much detail, the evaluators took a long time to go
through all the screens of the applications’ interfaces and test all the interaction paths.
On average, for each application, each evaluator took 428 min (i.e., 7 h and 15 min)
in the first review, and 298 min (i.e., around five hours) in the second review (Table
2). The duration of the reviews included checking the applicable heuristics, when they
are being complied, and, in the case of failures, the detailed record of the failure. The
second review was considerably faster than the first review, because in the first one the
evaluators were interacting with the applications for the first time, while in the second
review the evaluators already knew the applications and were just confirming the flaws
and checking if any other failure went unnoticed.

Considering the number of screens of the interfaces of the three assessed applications,
on average, each evaluator took from seven to nine minutes for the first review of each
screen and respective connections of the application’ interfaces, and from five to six for
the second review of each screen and respective connections (Table 2).

A contribution for the long time consumed to perform each evaluation is the fact that,
at times, sub-heuristics are difficult to interpret. Many are very similar to each other and
it is difficult for the evaluators to select among them.What happens is that the evaluators
go back and forth in the HESC to decide which heuristic best suits the identified flaw. For
example, just considering the labels there are 12 different sub-heuristics, some of which
are similar and require careful readingby the evaluators. Someexamples are sub-heuristic
2.24. (Are function keys labelled clearly and distinctively, even if this means breaking
consistency rules?), sub-heuristic 4.5 (Are icons labelled?), sub-heuristic 4.18 (Are field
labels and fields distinguished typographically?), sub-heuristic 4.19 (Are field labels
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Table 2. Summary of the heuristic evaluation process – average time spend by each evaluator
during the two revisions and for each screen of the applications’ interfaces.

Time 1st

review (min)
Time 2nd

review (min)
Number of
screens

Average 1st

review time
per screen
(min)

Average 2nd

review time
per screen
(min)

Home Com 445 305 49 9 6

Home Com
Pro

360 280 51 7 5

EMMA 480 310 63 8 5

Average 428 298 54 8 5

consistent from one data entry screen to another?), sub-heuristic 4.20 (Are fields and
labels left-justified for alpha lists and right-justified for numeric lists?), sub-heuristic
4.21 (Do field labels appear to the left of single fields and above list fields?), sub-
heuristic 7.15 (Are field labels close to fields, but separated by at least one space?) and
sub-heuristic 9.8 (Are field labels brief, familiar, and descriptive?). Moreover, it should
be noted that these sub-heuristics are part of different heuristics (i.e., heuristics 2, 4, 7,
and 9).

After identifying a problem in a label, the evaluators reviewed the different sub-
heuristics and select the one that best describes the failure. The fact that the sub-heuristics
are similar also led to a greater disagreement between the evaluators. For instance, fre-
quently, both evaluators identified the same usability flaw in the application but attributed
different sub-heuristics. This difficulty in applying the method was overcome in the
debriefing session, in which the evaluators, together with the third evaluator, were able
to reach a consensus on the failed sub-heuristics.

All flaws identified in the applications were recorded, along with the description of
the problem and the proposal for improvement to correct it. This evaluation resulted in a
detailed report with the results of the heuristic evaluation. Table 3 describes the number
of detailed problems, prints and suggestions for improvement for each application eval-
uated. The number of problems’ descriptions, prints and suggestions for improvement
diverge, as, sometimes, a problem description is applicable to different failures, in the
same print there are various problems, or the same improvement suggestion is applicable
to different problems. The opposite also happens, when for the same problem, different
solutions are suggested depending on the problem specific context.

As real examples, some flaws and corresponding suggestion for improvement are
presented below (prints were omitted due to commercial property confidentiality):

• In HomeCom, the sub-heuristic 10.8 (Is the help function visible; for example, a key
labelled HELP or a special menu?) failed because the help is located in a footer in
the contact part. As it is too hidden, the suggestion for improvement was to create a
menu option for help.
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Table 3. Usability report results.

Heuristics with flaws Problems descriptions Prints Suggestion for
improvements

Home Com 28 25 21 26

Home Com Pro 29 26 22 27

EMMA 21 28 36 23

• Still in HomeCom, the sub-heuristic 6.11 (Does the system prevent users from making
errors whenever possible?) failed because the application does not advise users how
to adjust the desired temperature on the panel instigating the occurrence of errors. The
user must deduce what is the mechanism used to adjust the temperature. The sugges-
tion for improvement was to clarify how to set the desired temperature (information
in mouse-over).

• In HomeCom Pro, the sub-heuristic 6.14 (Do data entry screens and dialog boxes
indicate the number of character spaces available in a field?) failed because in the
forms there is no information of the total number of characters that the field supports.
The suggestion for improvement was to add at the end of the text box the number of
characters that the field supports, and this number must be updated as the user writes.

• In EMMA, the sub-heuristic 7.36 (Do GUI menus offer affordance: that is, make
obvious where selection is possible?) failed because the configuration operations look
like a menu, but have no functionality. It is not clear whether it is a menu or a sequence
of information. It looks like menu options but are not selectable, and for that reason
the suggestion for improvement was to change the appearance of the configuration.

• Still in Emma, the sub-heuristic 3.15 (If the system has multiple menu levels, is there
a mechanism that allows users to go back to previous menus?) failed because in two
second level menus there is no return option and the suggestion for improvement was
to place a back button as there is in other menus.

Therefore, the heuristic assessment method, despite the difficulties of its application,
generates a large amount of concrete data,which is essential for the improvement of smart
homes applications.

5 Discussion

The application of the heuristic assessment method to evaluate smart homes applications
was effective in the exhaustive identification of failures of the applications’ interfaces,
and allowed to list the concrete aspects of the interface problems and served as a basis
for creating improvement suggestions adapted to each particular situation.

The great advantage of this method is that it generates a lot of objective information
on how to improve the assessed applications. Even robust applications, with good levels
of usability, such as HomeCom, HomeCom Pro and EMMA, can benefit from this type
of inspection because it is possible to collect clear and detailed information with a high
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degree of precision. This is a challenge in terms of usability assessment, as most of the
existing test and inquiry methods provide a global usability score but do not deliver
clear indications about application failures or suggestions on the aspects that must be
improved. In addition, the fact that sub-heuristics are questions posed in the positive
makes it easier to establish the reasoning to resolve the failure, since the sub-heuristic
itself describes the final objective.

Despite the success in applying the method and its positive results, it also presented
some challenges and difficulties.

One of the main difficulties is that when identifying a usability problem, it is difficult
to match with the corresponding sub-heuristic because the HESC is exhaustive and has
many similar sub-heuristics, which makes it difficult to know exactly which one best
fits.

The fact that the sub-heuristics were very similar led to a greater disagreement
between the evaluators (i.e., on several occasions both identified the same problem in
the application but attributed different sub-heuristics). This difficulty was overcome in
the debriefing session, in which the two evaluators, together with the third evaluator,
were able to reach a consensus on the failed sub-heuristics.

Moreover, the application of the heuristic evaluation method is a demanding and
time-consuming task, not only because the HESC is extensive, but also because each
evaluator makes two rounds of verification. Each verification round took almost an entire
working day to be completed.

It should be noted that, ideally, this type of assessment should be done before the
application is testedwith end users. The fact thatmost flaws are so exhaustively identified
and corrected before smart homes applications are presented to users will help them to
have a better user experience with a smoother use and without severe usability problems.
In this case, users will be able to detect more discreet flaws that go unnoticed and that
are only identified with real use continued over time.

6 Conclusion

Considering the first research question (i.e., Is heuristic evaluation suited to assess the
usability of smart homes applications?), it can be concluded that it is confirmed because,
as it was clear in the results, this method allows to collect a large amount of important
information to improve the application towards a better usability.

Regarding the second research question (i.e., What are the advantages and disad-
vantages from using heuristic evaluation to assess the usability of smart homes applica-
tions?), asmain advantages it is possible to list the fact that it generates a large quantity of
objective information, including concrete aspects of the interface usability problems and
serve as a basis for improvement suggestions adapted to each particular application. As
disadvantages, it is difficult to match the problem identified with the corresponding sub-
heuristic because they are often similar and hard to interpret, and it is a time-consuming
task.
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Abstract. User experience (UX) is related to the feelings and emotions
that people undergo when interacting with technology. This concept also
applies to wearable devices, such as smart glasses, which have been widely
adopted in a myriad of contexts in recent years. This paper analyzes the
literature on user experience with smart glasses, with a particular focus
on STEM educational settings. Our goal is to identify gaps and oppor-
tunities within this area and contribute to inform future research. To
this end, we conducted a systematic mapping study of papers published
between 2014 and 2020 indexed by four scientific databases and repos-
itories: the ACM digital library, the IEEE Xplore, Scopus, and Web of
Science. Our selection and systematic classification processes considered
studies conducted in educational settings or with educational purposes.
A total of 485 studies were initially identified and mapped. After revis-
ing and analyzing this set of publications, 51 studies were selected and
further classified according to their research and contribution, and the
educational setting in which they were conducted. This mapping study
offers the first systematic exploration of the state of the art on user
experience with smart glasses within the context of STEM education.

Keywords: Human-computer interaction · Smart glasses · STEM
education · STEM students · User experience · Systematic mapping

1 Introduction

In a broad sense, wearable computing could be defined as technology that is worn
on the body, like clothing [1]. This paradigm assumes the existence of a device,
with which humans somehow interact and that is able to perform diverse types
of computational tasks [2]. In educational settings, wearable technologies can be
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 455–467, 2021.
https://doi.org/10.1007/978-3-030-72657-7_44
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particularly useful, as they can become active tools in the classroom, improving
the students’ instruction and supporting new ways of participation [3]. Smart
glasses are a type of wearable devices with capabilities that augment or superim-
pose real-world objects [4] on top of what a person can see. Recent technological
advancements, have made smart glasses increasingly more innovative and power-
ful. Ultimately, this has led to their use in a wider range of scenarios. A notable
example of this is the Augmented Reality (AR) capabilities featured by most
current smart glasses [5]. AR brings numerous advantages when smart glasses
are used in educational contexts and several research efforts have exploited AR-
based solutions to facilitate and enhance learning. In medicine education, for
example, smart glasses enable access to virtual representations of the human
body that can be used in surgery training. This allows students to get signifi-
cant experience before engaging in real-world practical scenarios [6].

The widespread and increasing application of wearable technologies and, in
particular, of smart glasses has led to a myriad of research efforts in this area.
In turn, this has contributed to the generation of knowledge collected in a large
variety of scientific publications. We present a systematic mapping of this liter-
ature. More specifically, we focus on user experience of smart glasses in STEM
educational settings (science, technology, engineering, mathematics). We seek to
contribute to the understanding of the current state of the art in this area, and
to identify opportunities that motivate and inform future research efforts.

2 Related Work

Most of the work that has reviewed the literature on smart glasses in educa-
tional contexts has focused on areas related to medicine and medical training.
Dougherty et al., for example, explored the use of Google Glass in nonsurgical
medical settings in a systematic review that covered literature published between
2013 and 2017 [7]. Along the same lines, Yoo et al. focused on works that involved
augmented reality and wearable head up displays in surgical use [8]. Mitrasinovic
et al. [9] also review salient uses of smart glasses in healthcare with a particular
focus on practical capabilities and patient confidentiality. More recently, Badi-
ali et al. explored the adoption of AR guidance in surgical practice in oral and
cranio-xaxillofacial surgery [10]. Given that these works are centered on medical
settings, they review databases of publications on life sciences and biomedical
topics (e.g., PubMed MEDLINE1, Embase2, EBSCO3), as well as repositories
oriented to the publication of technological advancements (e.g., IEEE Xplore).

Closer to our area of interest, the work by Kumar et al. [11] investigated the
typical applications of smart glasses in the education sector and identified sev-
eral ways in which wearable technology supports teaching and learning processes
(e.g., documentation of lectures, capturing lectures’ essential points, telementor-
ing, trainee’s evaluation, on-site report preparation). A similar investigation was
1 https://pubmed.ncbi.nlm.nih.gov.
2 https://www.embase.com.
3 https://www.ebsco.com.
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conducted by Sapargaliyev [12] but only for scenarios that used Google Glass as
a teaching and learning tool.

The body of knowledge referred above, explores specific facets of the use of
smart glasses, both from a medical perspective and from an educational point
of view. We share with these research efforts the goal of reviewing the litera-
ture on the use of smart glasses to identify gaps and research opportunities. We,
however, are interested in how the use of smart glasses in educational contexts
relates to the concept of user experience. This is a central principle of our work.
Thus, our systematic mapping focuses on studies that involved the use of smart
glasses with STEM students and that somehow characterized aspects related
to user experience (such as gathering of usability metrics, or identifying impor-
tant human factors). To this end, we follow a structured searching protocol that
focuses only on the publications produced in the last five years—as most com-
mercial smart glasses started to become available more widely since 2015 [1].
This allows us to draw conclusions in the light of the most recent research.

3 The Systematic Mapping Study

We conduct our systematic mapping following the strategies and frameworks
proposed by Kitchenham [13], Brereton [14] and Petersen [15]. In the develop-
ment of our literature search, we followed the PICO process [16], that defines
four conceptual elements to drive the publications search: a Population (or area
of interest), an Intervention, a Comparison (also called control or comparator),
and an Outcome. These elements are defined as follows:

Population: The scientific studies with Smart Glasses that have been con-
ducted with a focus on user experience.
Intervention: Smart glasses and related technologies.
Comparison: Where are smart glasses used.
Outcome: Identification of UX related aspects when STEM students used
smart glasses in learning environments.

3.1 Mapping Questions

We aim at conducting a systematic mapping study on the user experience with
smart glasses in STEM educational settings. To this end, we consider aspects
related to usability, interaction, and human factors that hint at the possible
benefits and limitations of this type of technology. More specifically, our mapping
questions are:

MQ1: What are the uses of smart glasses in STEM educational contexts?
MQ2: What types of smart glasses are used to evaluate UX and/or usability
in these studies?
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RQ1 seeks to identify the application areas of smart glasses in STEM educa-
tional contexts in STEM educational contexts. On the other hand, RQ2 inquires
on the types of smart glasses that are most frequently used to explore user
experience and related concepts.

3.2 Search Strategy

Our search strategy involved the definition of search strings to identify relevant
primary studies, according to what Kitchenham et al. [13] suggest. On top of
these initial results, we used the PICO criteria to structure and further refine
our search results. The PICO criteria we used are detailed in Table 1.

Table 1. Terms included in the search

Criteria Main terms Alternative terms

Population User experience UX, student, pupil, trainee, undergraduate,
undergrad, apprentice, disciple, learner,
learners, scholar, teacher, lecturer,
professor, tutor, instructor, trainer,
educator experience

Intervention Wearable Smart Glasses, smart glass, smart eyewear,
google glass, augmented reality glasses, ar
glasses

Comparison STEM Stem education, stem subjects, stem
majors, stem learning, learning for stem,
stem teaching, knowledge in stem, stem
careers, stem disciplines, stem areas, higher
education, student learning, education,
learning, teaching, knowledge, training,
study, learnedness

Outcome Application Use, usage, utilization, utility, usefulness,
application, implementation, manipulation

We identified our primary studies by using search strings on the selected
scientific databases. These strings contained the main and alternative terms
listed above joined through conjunction and disjunction logical operators.

3.3 Databases and Inclusion & Exclusion Criteria

We decided to query four digital repositories of scientific literature: the ACM
Digital Library4, the IEEE Xplore5, Scopus6, and Web of Science (WoS)7.
4 https://dl.acm.org.
5 https://ieeexplore.ieee.org.
6 https://www.scopus.com.
7 https://www.webofknowledge.com.

https://dl.acm.org
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We chose these digital libraries because they are amongst the most worldwide
recognized repositories of research results in the areas of engineering, comput-
ing, and informatics. Moreover, they have excellent bibliographic indicators and
metrics for journals, conference papers, book chapters, and magazines [17].

Based on our mapping questions, we defined the following inclusion and exclu-
sion criteria:

Inclusion criteria: Papers published from 2014 to 2020 that report research
with smart glasses in STEM educational settings and focus on UX aspects.
This includes publications from journals and conferences that are written in
English and appear indexed by any of the databases mentioned above.
Exclusion criteria: Papers whose full text was not available for download,
short papers (e.g., position papers, extended abstracts), other systematic
revisions or literature surveys, duplicated entries (e.g., papers that are simul-
taneously indexed in more than one database), papers that do not focus on
smart glasses and UX or that do not involve studies with STEM Students,
grey literature (e.g., reports, working papers, government documents, white
papers and evaluations), and studies outside the period [2014 − 2020].

From each paper we considered, we extracted the following data:

General information: Title, author, and publication date.
Document type: Conference paper, journal, symposium, and tech report.
Application scope: Educational setting, industry.
Smart glasses type: E.g., Google Glass, Epson Moverio, Microsoft Hololens.

3.4 Studies Selection Process

The studies we selected resulted from a two-stage procedure—as done in other
systematic mappings (e.g., [18]). In the first stage, a researcher reviewed the
title and abstract of the papers of our initial search. In this step, irrelevant
documents (e.g., those that involved wearable devices but not smart glasses) were
discarded. The list of resulting papers was then revised by another researcher,
who conducted a verification step. This consisted on reading the papers’ title and
abstract to assess their relevance. When the second researcher disagreed with
the opinion of the first one, the study was discussed further until a unanimous
decision was reached. In the second stage, we obtained the full text version of
the documents selected in the previous step. On these, we applied the inclusion
and exclusion criteria defined earlier. This process was done by two researchers
and disagreements were resolved with the opinion of a third person.

4 Results

Our initial search resulted in 485 studies (see first column of Table 2). Dupli-
cated papers were then removed. This step reduced the publication pool to a
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total of 382 papers. We then applied the inclusion and exclusion criteria defined
earlier. The full text of all the papers that complied with these criteria was
then reviewed. Our final set of studies was composed by 51 papers. A detailed
breakdown of this process (per database) is show in Table 2.

Table 2. Processing phases of the search results.

Database Results
of
initial
search

After
removing
duplicates

Records
screened by
abstract &
other
metadata

After applying
inclusion &
exclusion
criteria

Selected
papers after
full-text
analysis

Scopus 125 85 38 15 15

IEEE Xplore 45 24 11 8 8

ACM 214 214 58 26 26

WoS 101 59 16 2 2

Total 485 382 123 51 51

Our systematic mapping resulted in a collection of 51 relevant publications8.
Our results show that a few studies conducted with smart glasses in STEM
educational settings and that focused on user experience, were published in 2014
(n = 3). 2015 is the year with more research activity in this area (n = 14),
followed by 2016 (n = 10). The following years have a more or less oscillating
number of publications: 2017 (n = 4), 2018 (n = 9), 2019 (n = 4), and 2020
(n = 7). Figure 1 shows this evolution together with the distribution of papers
per education level (Fig. 1a) and the publications’ type of venue (Fig. 1b).
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Fig. 1. Contexts in which smart glassed are used and evolution of publications.

Our review revealed that smart glasses have been widely used and studied
at different educational levels (MQ1). In primary schools, for example, Silva et
al. used Glassist [19], an application designed to help teachers in management

8 The full list of papers analyzed is available at http://bit.ly/2WMha83.

http://bit.ly/2WMha83


Smart Glasses User Experience in STEM Students 461

tasks, on Google Glass. The results of a preliminary evaluation of Glassist seemed
promising. At the high school level, Kuhn et al. [20] described the development
of an application to perform physical experiments. Students who evaluated this
self-reported higher levels of cognitive load when working with Google Glass
versus other devices.

A myriad of additional studies have explored the use of smart glasses in higher
education activities (e.g., [21–24]). Among many others, this includes applica-
tions oriented to support learning in science (e.g., [25–28]), as well as technology
and engineering (e.g., [29–37]). In the latter category, Cao et al. [38] used a pair
of Epson Moverio BT-350 smart glasses for an AR guidance system for exper-
imental teaching. The system supports learning of basic hardware information
together with training of a programming environment.

Less conventional educational settings in which smart glasses have been used
include museums (e.g., [39]), public speaking (e.g., [40]), procedural knowledge
training (e.g., [41]) and fire safety (e.g., [42]). Our systematic mapping did not
surface uses of smart glasses in mathematical teaching or learning activities.

Regarding the most frequent types of smart glasses used in STEM educational
settings (MQ2), we found that the Google Glasses have been, by far, the most
popular wearable device used for scientific research in this space between 2014
and 2020. 50 % (n = 26) of the studies we reviewed used them. The Google
Glasses were followed by the Epson Moverio ones and the Microsoft Hololens—
each used in 4 studies. Other types of devices were used in either one or two of
the studies we reviewed. These results are summarized in Fig. 2.
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Fig. 2. Number of smart glasses used in the studies we mapped.

5 Discussion

Our mapping study shows that smart glasses have been steadily used in edu-
cational settings between 2014 and 2020. This is consistent with the increasing
adoption of wearable devices promoted by communities from other academic
disciplines—such as Human-Computer Interaction and Information Visualiza-
tion. Our work also highlights that virtual and augmented reality are important
supporting technologies in the use of smart glasses in teaching and learning
environments. In fact, none of the studies we reviewed prescinded from these
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technologies. Thus, VR and AR play a crucial role in advancing the adoption of
smart glasses in a wider range of scenarios.

Our literature exploration also confirmed that the vast majority of work
with smart glasses—both within and outside educational settings—has focused
on medical and clinical applications. This suggests that there is potential for
exploiting smart glasses and related technologies in a larger variety of educa-
tional settings. For example, we believe these devices could be beneficial to
train students on concepts that involve physical manipulation of objects (such
as tools or specialized equipment). We also believe this is especially relevant for
the current world context, in which face-to-face instruction has shifted greatly
to remote learning due to the sanitary crisis around the COVID-19 pandemic.
An interesting counterpart of the many applications of smart glasses in medical
contexts is the absence of these devices in the teaching of Mathematics. This
may be explained due to the abstract nature of many math concepts. Overcom-
ing abstraction would require representing such concepts through animations or
virtual models whose production can be time consuming and often requires spe-
cialized knowledge. This type of applications, however, could pave the way for
new and interesting research questions in the area of wearable devices.

We also note that just a comparatively small number of the studies we
reviewed focused on user experience. Most smart glasses applications are built
and designed oriented to answer specific research questions. This could explain
why researchers do not often investigate user experience as a main aspect of their
studies. Nevertheless, there are notable exceptions (e.g., [43–56]). This body of
work also includes examples in which usability and user experience have been
investigated from specific perspectives: with users with different levels of com-
puter skills [57], in gaming [58] and public spaces [59], with palm-based text
entry [60], in the automotive industry [61], in manufacturing [62,63], and in farm-
ing [64]. Finally, other studies also show that there exists human factors that can
also affect the acceptability and technological adoption of smart glasses [65,66].
This highlights the importance of considering the “humans in the loop” when
designing and studying studies that use smart glasses and related technology.

6 Conclusions and Future Work

This paper presented a systematic mapping study on user experience with
smart glasses in STEM educational settings. We focused on educational sce-
narios, extending previous work that explored smart glasses and UX in medicine
and medical training contexts. We considered scientific publications generated
between 2014 and 2020 and indexed in four digital repositories (the ACM digital
library, the IEEE Xplore, Scopus, and Web of Science). From an initial set of 485
papers, we selected 51 papers that reported studies with a focus on UX. Based
on these publications, we identified the most common uses of smart glasses in
educational settings and the most common types of devices. We also discussed
potential opportunities that lay at the intersection of the research with smart
glasses and the evaluation of usability.
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The main limitation of our mapping study—also evidenced by similar works
(e.g., [67])—is that the studies we considered were obtained using tools integrated
into the indexing systems and the digital libraries we consulted. Additionally,
the results output by these tools were retrieved based on handcrafted chains of
logical operators and keywords that we constructed. Moreover, our results are
dependent on the keywords we used to characterize the analyzed studies, which
might not have captured information reflected by synonyms or other types of
semantic variations. Because of this, some sources could have been omitted and,
for this reason, our mapping should not be considered comprehensive.

Our results, nevertheless, can be used to motivate research on new uses of
smart glasses in educational contexts. One of the future perspectives of this work
is to extend this mapping study into a systematic revision of the literature. This
would allow to deepen our understanding of the results described in the papers
we considered. Ultimately, this would support a more focused identification of
research opportunities beyond educational contexts.
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Abstract. This paper describes a multimodal assistive technology, called NJOY,
to help students with multiple disabilities or with some type of special needs
in terms of mobility, communication, and learning impairments. The basis of
the entire system is an App that runs on a Tablet with a multimodal interaction
system that includes a joystick thatwas developed for this purpose, a symbol-based
communication system that aims to increase or compensate for communication,
language, and learning difficulties with audio feedback. The system also integrates
with a home automation system, which can be controlled using the same App
and the same interaction mechanisms, and an SMS module that allows the read,
through text-to-speech technology, of the received SMS, and send predefined SMS
messages to predefined users. The systemwas tested by a sixteen-year-old student
with degenerative disease of the central nervous system including severe motor,
articulation, visual impairment, and limitations at a cognitive level, which greatly
compromises its functionality, depending on adults to carry out the basic tasks
of daily life. The results were very promising with the user being able to use the
system without any major difficulties.

Keywords: Assistive technology ·Multimodal interaction · Audio-visual speech

1 Introduction

The definition of multiple disabilities that has the greatest acceptance today is that of
Orelove and Sobsey and the term applies to individuals with mental disabilities, with
various associated motor and/or sensory disabilities, requiring specific health care [1].
The integration of individuals with multiple disabilities, especially among children or
young people, becomes a challenge for those around them, namely, for parents, teachers,
or friends, as it requires extra work in terms of their social interaction, learning, commu-
nication, among other problems. In this way, the interaction of the difficulties and needs
of people with multiple disabilities currently represents one of the great challenges in
terms of education.
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The education of students with multiple disabilities requires highly specialized and
permanent support to helps them to satisfy the uniqueness of their needs, as well as to
participate in daily activities and to learn [2]. The uniqueness of their needs requires
different and distinct approaches to the concept of learning, levels of participation, and
success. It is necessary to create environments that encourage their development and
provide opportunities to be able to interact with the physical and social contexts in
which they find themselves. They tend to learn better when they are actively involved in
the learning process and are given tactile, visual, object clues (real or part of an object)
and clear behavioral models associated with verbal clues [3]. Adaptive Learning is a
process that provides an individualized learning experience with technologies designed
to determine the learner’s strengths and weaknesses [4]. The goal of an adaptive learning
system is to personalize instructions to improve or accelerate the student’s performance
gain.

Students with multiple disabilities, often present serious difficulties in terms of lan-
guage, being unable to efficiently use speech in the communicative process, such as to
initiate and maintain interactions [5]. The use of Augmentative and Alternative Commu-
nication (AAC) systems facilitate interactions and guarantee thembetter social inclusion.
AAC encompassesmethods of communication for thosewith impairments or restrictions
on the production or comprehension of spoken or written language [6]. AAC systems
are extremely diverse and depend on the capabilities of the user. They may be as basic
as pictures on a board that is used to request food, drink, or other care; or they can
be advanced speech generating devices, based on speech synthesis, that are capable of
storing hundreds of phrases andwords. The use of text-to-speech and speech-to-text soft-
ware can improve students’ sight-reading and decoding abilities and allow the student
to bypass the demands of typing or handwriting [15, 16]. Alexandros Pino [9] highlight
the key features of an AAC system and give some practical hints for choosing a system.
His study includes some of the today used AAC systems like the Aragonese Center of
Augmentative and Alternative Communication (ARASAAC) [10], Blissymbolics [11],
Makaton [12],Mulberry [13], Picture Communication Symbols [14] or Sclera NPO [15].

Computers and so-called Assistive Technology (AT) have shown an important hori-
zon of new possibilities for autonomy and social inclusion for students with some type
of disability or limitation. AT is any equipment or system that is used to increase, main-
tain, or improve the functional capabilities of a person with a disability. Karpov and
Ronzhin [16] define the term “assistive information technology”, which is special soft-
ware and/or hardware that improves information accessibility and communicationmeans
for people with disabilities and special needs. Nowadays, there are devices and software
such as trackballs, joysticks, gaze, and head tracking, screen readers, speech and haptic
interfaces that facilitate access to computers and allows students with special needs to
communicate and interact. It is important to note that a device that fits one particular
person or problem may not fit another. For example, a device that works for one person
with muscular dystrophy might not work for another person with muscular dystrophy.
We may also highlight that these technologies provide possibilities of access to situa-
tions that most human beings take for granted, but students with more severe multiple
disabilities do not.
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The formof home automation called assistive domotics focuses onmaking it possible
for elderly and disabled people to live independently. This field uses much of the same
technology and equipment as home automation for security, entertainment, and energy
conservation but tailors it towards elderly and disabled users. Bissoli et al. [17] present
an assistive system called SMAD (System for Multimodal Assistive Domotics), through
which a user with motor disabilities can control home devices from awheelchair through
biological signals captured on muscles and eyes.

Multimodal human-computer interaction refers to the interaction with the virtual
and physical environment through natural modes of communication such as speech,
body gestures, handwriting, graphics, or gaze [18]. Specifically, multimodal systems
can offer a flexible, efficient, and usable environment allowing users to interact through
input modalities, such as speech, handwriting, hand gesture, and gaze, and to receive
information by the system through output modalities, such as speech synthesis, smart
graphics, and other modalities, opportunely combined. Multimodal user interfaces pro-
vide several alternative ways of human-computer interaction at the same time, which the
user can choose the most appropriate to communicate with information systems [16].
The decision for using a multimodal solution should be guided by usability criteria, such
as adaptation to different environments due to user behaviours, shorter the learning curve
and bemore intuitive [19, 20]. Also, for users with some types of limitations, multimodal
interfaces offer alternative and more natural ways of user interactions [21]. This is cen-
tral in our system, which uses multimodal interaction to overcome multiple disabilities
users’ known difficulties. Due to user limitations on using traditional interfaces, like the
mouse and the keyboard, our system has a new channel, an input joystick with separate
input buttons, that overcomes those limitations. A multimodal system should replicate
the process of human natural communication using proper hardware [22]. In this sense,
our system improves communication with the user with multiple disabilities, which is a
way of making the communication more natural, from the user’s perspective.

This project aims to develop a multimodal interaction system that aims to support
the teaching and learning process as well as the basic task of the daily life of students
with special educational needs. Besides this introductory section, the rest of this paper is
structured as follows. In Sect. 2, we present the NJOY Architecture. Section 3 presents
the evaluation performed and Sect. 4 concludes the paper and outlines some future
directions.

2 NJOY Architecture

We have developed a multimodal assistive technology, called NJOY, with a special focus
for the support of students with multiple disabilities ranged from the motor to cognitive
impairments that can compromise the basic tasks of daily life and/or learnability and
communication. We start using a joystick as the primary input device for students with
mobility impairments, although the system may support any other device, and have
chosen ARASSAC [10] as the AAC system. Based on the review of the literature we
have defined a set of requirements that have been conducted to the architecture of NJOY
(Fig. 1) which consists of three interconnected systems, described next.
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Fig. 1. NJOY architecture.

2.1 NJOY Multimodal Interaction System

The main component of the NJOYMultimodal Interaction System is the Android Tablet
application (NJOY App) which can be controlled by a joystick (NJOY Joystick). The
communication between these two modules is carried out via Bluetooth BLE using a
communication protocol that was created for that purpose. It uses an augmentative and
alternative communication system based on ARASAAC [10] with voice synthesis for
audio feedback using text-to-speech technology. The NJOY App is a runtime capa-
ble of running applications built with the NJOY Collaborative Assistive Platform (see
Sect. 2.2).

NJOY Joystick. The NJOY Joystick is the main interaction device used in the system,
particularly for people with some motor impairment. It was developed using a Bluno
Beetle [23] which is an Arduino [24] compatible Bluetooth 4.0 (BLE) hardware solution
designed for smart App controlling, a small arcade joystickwith four snapmicroswitches
for directional control, and two 35 mm concave momentary push button similar to the
ones used on arcade games. The push buttons are used for “Confirm” and “Back” actions.
A small lithium battery was used to power all the hardware, which was assembled in
a box made in a 3D printer. Figure 2a shows the 3D project of the box, while Fig. 2b
shows the first prototype.

The Bluno Beetle was programmed to send to the NJOY App the information con-
cernedwith the state of the switches (joystick snapmicroswitches and buttons) according
to the defined communication protocol, and it also implements some basic filtering to
handle the switches bouncing issue.

NJOY App. The application can be controlled like a normal App with a touch-screen
interface or through the NJOY Joystick. The basic layout of an NJOY application screen
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Fig. 2. The NJOY Joystick: (a) the 3D project, and (b) the first prototype.

is based on a 4× 2 grid system (Fig. 3a). Each cell of the grid can contain an ARASAAC
pictogram or any other image, and a text that describes the option. When using the
joystick, options are highlighted while a boxmoves over items on the screen one after the
other, until the user presses the “Confirm” button to select and execute the corresponding
action. Every time the selection moves, the corresponding text is spoken using text-to-
speech technology.

The behavior of the joystick can be adjusted or adapted to the limitations that the user
presents (Fig. 3b). For a user with a small degree of limitation, a full direction movement
may apply, but, on the other hand, for a user with more severe limitations like tremor
or spasticity of the upper limbs and athetotic movements, the option to always go to the
next option, may be more appropriate. To deal with false movements of the joystick and
button clicks, we implemented an algorithm that uses timeouts, that can also be adapted
to best fit the user limitations. We also have made experiments with machine learning
algorithms to predict the movement of the user.

full-direction next-previous always-next

a) b)

Fig. 3. (a) Layout grid of an application and, (b) transformation of joystick direction to screen
scanning movements according to the defined strategies.

Each option can be assigned with an action that corresponds to a defined behavior
of the application. We started with a relatively short set of actions (speech, navigate to
another screen, run a quiz, view a YouTube video, control a particular home automation
device or use SMS to communicate), but the system can be extended with more actions
to create more expressive applications.
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2.2 NJOY Collaborative Assistive Platform

The NJOY Collaborative Assistive Platform provides a visual environment that allows
end-users, like teachers, educators, or parents, to create applications that can run on
the NJOY App described above. These applications can be made available through the
platform to other users. The idea is the construction of a community that creates and
shares applications for several purposes. Examples are creating thematic content for
learning (history, mathematics, or geometry, for example) and the support for more
specific features that can facilitate some basic tasks of daily life with the integration of
the assistive home environment or the SMS module. It uses the Firebase Authentication
service as an authentication platform, Firebase Storage to store images, and Firebase
Realtime Database as a NoSQL database to store all the information needed by the
applications. Each application is stored as a JSON object and can be shared in the
platform with other users.

2.3 NJOY Assistive Home Environment

The NJOYAssistive Home Environment is a home automation system specially adapted
to be used with the modal interface described above. It provides the ability to control
electrical devices and consists of a Raspberry Pi to which a 433 MHz RF transceiver has
been connected. It allows wireless control of devices compatible with the X10 RF home
automation protocol and is based on a previous work described in detail in [25].

3 Evaluation

The system was tested by a sixteen-year-old student with Pelizaeus-Merzbacher dis-
ease [15, 16] that presents tremor of the upper limbs, spasticity of the limbs, athetotic
movements, and cognitive impairment, which greatly compromise its learnability and
functionality, depending on adults to carry out the basic tasks of daily life. The student
presents a 93.9% degree of disability and moves on an electric wheelchair controlled
with a joystick. He’s unable to use a mouse or keyboard on computers but uses a joystick
daily in the wheelchair. For that reason, our first approach was to make a trial test that
had the goal to understand more particularly the limitations caused by motor disabilities
when using the NJOY Joystick. We have built an application that collects the joystick
data. We ask the student to perform each of the four directional movements of the joy-
stick and collected the data with the states of the four snap microswitches, while the user
performed the movement.

Table 1 shows the confusion matrix which summarizes the real movement of the
joystick when compared with the intended movement. The corresponding accuracy (the
true movements divided by all movements) is 39,8%, which is a very poor result that can
be explained by the existence of athetotic movements that compromises the possibility
to correctly define the direction of the movement.

The second stage of our evaluation was conducted with a full prototype running a
base application. We have installed the application on a tablet Samsung Galaxy Tab A
and configure the domotic environment with three devices that can be turned on and off
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Table 1. Confusion matrix of the trial test

Real movement
down up right left 

Intention 

down 52% 0% 0% 48%

up 6% 56% 1% 38%

right 28% 0% 32% 40%

left 19% 27% 16% 39%

(a television, a light, and a radio). As a result of the trial test, we have decided to use the
joystick with an “always-next” strategy.

Figure 4 shows some screens of the application: Fig. 4a illustrates the initial screen
of the application, Fig. 4b a quiz about Portugal history, Fig. 4c the SMS interface and,
Fig. 4d the assistive home environment control.

Fig. 4. (a) The main screen of the application, (b) a quiz about Portugal history, (c) the interface
for SMS messages, and (d), the assistive home environment control.

This second test was conducted by the researchers with the precious help of the
educators who normally support the student while he is at school, including special
needs teachers. The student was briefed about the goals of the test and after a small
training using the NJOY Joystick, the student was asked to perform some tasks while
the researchers play the role of observer. During the tests, the researchers took notes
on the student’s behavior while performing the tasks and made some adjustments to the
configuration of the algorithms that deal with false movements of the joystick and button
clicks.
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Overall, the results were very promising with the student being able to use the system
without any major difficulties. After this successful test, the student used the system
several times in class context with the educators. Figure 5 shows the student using the
system during the test and also in a class.

Fig. 5. The system being tested by a student with Pelizaeus-Merzbacher disease (a) and (b), and
(c) the student using the system in a class.

4 Conclusions and Future Work

This paper describes a multimodal interaction system, called NJOY, designed to assist
and support studentswithmultiple disabilities orwith some type of special needs in terms
of mobility, communication, and learning. The system comprises three interconnected
components: (i) the NJOY Multimodal Interaction System, (ii) the NJOY Collaborative
Assistive Platform, and (iii) the NJOYAssistive Home Environment. The system uses an
augmentative and alternative communication system (ARASAAC) that aims to increase
or compensate for communication, language, and learning difficulties with audio feed-
back. The tests conducted with a student with Pelizaeus-Merzbacher disease had shown
very promising results with the user being able to use the system without any major
difficulties. As future work, we intend to test the system with students with other kinds
of disabilities, and study/adapt the system to fit their particular needs.
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Abstract. K-12 math education is struggling as despite obvious job
market benefits, several students choose to discontinue math education
when given the possibility. At the same time, advances in learning tech-
nologies now enable modes of learning that were impossible up until
ten years ago. In this study we analyse math education from scratch by
returning to the hunter-gatherer time period and empirically observing
how mathematics is present the lives of a San tribe in Southern Namibia
with ethnographic analysis. With this work, we propose two high level
design considerations for integrating math learning technologies with the
hunter-gatherer way of living: (1) integration of learning technologies and
real world objects; and (2) the introduction of physical activity and social
communication to math education. We discuss how these two design con-
siderations could boost students’ motivation to continue learning math
also beyond the formal school environment.

Keywords: Mathematics · Education · Hunter-gatherer ·
Evolutionary psychology · San people

1 Introduction

Mathematics has been identified as one of the most important if not the most
important school subject at primary and secondary schools in terms of students’
future prospects in the labour market [1,2]. It is the core subject in the STEM
fields which governments have acknowledged creates jobs and which citizens need
in their daily lives in industrialized societies [3]. At the same time, mathematics
is perceived as boring or mundane by a significant proportion of students, and
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Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 478–487, 2021.
https://doi.org/10.1007/978-3-030-72657-7_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72657-7_46&domain=pdf
https://doi.org/10.1007/978-3-030-72657-7_46


Hunter-Gatherer Mathematics with San People 479

when given the choice, many decide to discontinue studying it despite obvious
benefits [2,4].

As mathematics is a subject that heavily builds on top of prior knowledge,
perceived difficulty and lack of confidence in abilities have been shown to be
the main reasons for students to discontinue their learning [5]. To counter this,
educators could invoke strategies such as teaching learning to learn [6], which
in the case of math can mean tolerating challenge and not being discouraged
when facing difficult problems [5]. Formal mathematics education historically
advances at a certain rate and students who fall behind have trouble catching
up. Educational math games and technologies have been proposed as solutions
to these problems. Here the pedagogical quality [7] and technical quality [8]
are important, but more holistic design and ideas are needed to create effective
learning solutions [9].

In this study, we take the evolutionary psychology approach to educational
math technology design in that we focus on the hunter-gatherer way of living
which the homo sapiens and our primate ancestors lived off for up to several mil-
lions years before the agricultural revolution some 10k years ago [10]. We gather
empirical evidence from one of the last cultures on earth which followed the
hunter-gatherer lifestyle: the San people in Northern Namibia. For this analysis,
we formulate the following two research questions that guide our work:

RQ1: What mathematics can we observe in the daily lives of the
hunter gatherers?
RQ2: What design considerations can we draw from the hunter
gatherers for mathematics learning technologies?

2 Theoretical Background

2.1 Educational Math Technologies

The types of educational math technologies are numerous. There exists games,
learning assistant tools, study diaries, technologies with visual, audio and force
feedback, technologies with various sorts of input and so on. A single category of
educational math games contains thousands or even tens of thousands of apps
on popular market places [7]. Recent work has emphasized that it is important
for math learning technologies to support students’ deliberate practise [7,11] i.e.
instead of routine drill-and-practise tasks, students should be pushed to delib-
erately improve their skills with tasks that require problem-solving, conceptual-
ization, reflection and deliberate pushing for further development of skill [11].

As primary and secondary level math teachers must adapt their teaching
to match the slowest learners, this inhibits the most talented students from
advancing their mathematical skills as fast as otherwise possible. Educational
technologies can assist in this situation by introducing personalized learning,
allowing students to proceed each at their own pace. Another advantage of edu-
cational technology is that it can make learning fun and motivating [8]. Math
learning technology can also provide modes of learning that were previously not
possible.
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2.2 Evolutionary Psychology and the Hunter-Gatherers

Evolutionary psychology has been suggested as a meta-theory for answering
questions such as why humans play [12] and what kinds of activities appeal to
humans [13]. For example, scholars have discussed how dormant territorial con-
trol instincts may be invoked by games [14,15] and why children universally like
to practise fighting, climbing trees and taking care of babies through playing [13].
This way, evolutionary psychology can act as a theory that guides the design of
educational math games.

One of the pioneers of observing the mathematics of hunter-gatherers is
Peter Denny [16,17], who conducted research in particular among the Inuit,
Cree and Ojibway hunters. Denny argues that mathematics has little use in
hunter/gatherer societies [17]. The reasoning is that hunters adapt to the sur-
rounding environment as they are dependent on wildlife for food. While agricul-
tural and industrial societies depend on making changes to their environment to
live, hunter-gatherers need specific knowledge about their environment but have
no need or desire to change it. They know that any action that throws their
environment off balance can lead to the loss of food. Basic mathematics such as
counting can become useless in a way of living where every place and item is
known by their name and characteristics [17]. It follows from here, that math is
not an inherent skill in the same way as pattern recognition is, and instead, it
needs to be learned [11]. To do this, education is needed, and here we need to
investigate how educational technologies could serve the hunter-gathering mind
of humans to make mathematics engaging, natural and fun. Previous work has
investigated integrating math with almost all school subjects such as music [18]
and computation [19], and findings from these studies invite research into looking
at what new areas of life mathematical thinking and learning could potentially
be combined with.

3 Empirical Study

3.1 Study Process and Participants

In this study as a primary method for uncovering the mathematics and opportu-
nities for learning mathematics in the selected San community was ethnographic
analysis [20]. We harnessed the knowledge of two informants who had lived in a
San community in northern Namibia their entire childhood, as well as conducted
specific on-sight observations in autumn 2018. We received permission from the
locals to participate in the research and to publish photographs where they, or
items they created appear. Interviews about the items and daily lives were con-
ducted in Oshiwambo, the participants’ native language. In our reporting we
refer to the locals with pseudonyms.

Three San individuals who work as art producers were interviewed: designers
Tom and Mika, and a musician Olavi. All three were male aged between 40
and 70. Their education levels were as follows. Tom finished only Grade 1; he
cannot read nor write. By contrast, Mika and Olavi can read and write. We
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interviewed the three of them about mathematics. None of the three perform
any mathematical measurements when producing their artwork and do not see
any need for it. Tom did not have knowledge about geometric shapes, while
Mika was able to identify some letters and triangles on his artwork. They only
make different shapes and designs for their products to make them look good
and beautiful. Their artwork is a way for them to generate income to support
their families. They sell products, such as knives, omaholo (cups), bowls, arrows,
and spears, to local people at different prices depending on the size. Olavi only
participates in music and dancing, and he sees and opportunity to make an
income out of it for him in the future.

Fig. 1. Omaholo traditional cups (left) and an air blowing fire chamber (right)

3.2 What Mathematics We Observe in the Daily Lives of the San
People

Figure 1 (left) depicts Omaholo traditional cups that are made from the
Omupopo or Omupalala trees on the left. These omaholo are used for drinking
Oshiwambo alcoholic beverage (e.g. omalunga, omagongo, ombike). We notice
that the cup design features various geometric shapes. The omaholo themselves
can be used for mathematical measurements. With regards to the inner part,
it can be used to measure the volume of a liquid once we know the diameter
and height of the cup. With regards to the outer part, the artistic decor enables
the learning of geometric shapes and related mathematics. Despite this potential
for learning mathematics, Tom did not identify any geometric shapes nor saw
need for it. Mika could identify triangles, but did not develop this understanding
further.

On the right side of Fig. 1 we see an air blowing chamber that the San people
in the observed village use to light a fire. In the past, people used Oryx horns
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instead of tubes (i.e. metal iron). At present, people use metal tubes, especially
bicycle parts, because Oryx is now highly protected by the government. The
chambers are made from the local tree Omukanga. Here, we can deduce math-
ematical shapes from the design, such as cubes and cylinders. Subsequently, we
can find and calculate the volume and the length of the blowing tubes and the
channels. In addition to mathematics, this fire creation chamber in particular
serves as a construal [21] to teach physics. For example, the following can be
observed: (1) The bigger the tubes, the higher the resulting air pressure will be;
(2) If the tubes (metal iron) are long, the pressure will be low; (3) The handle
stickers, which are circular in shape, are used for air volume control. The more
accelerated the pumping or blowing of air, the more charcoal oxidizes in the
iron casting; and (4) The length of the tubes mostly depends on the size of the
blower’s chamber.

Music instruments of the San people are displayed in Fig. 2. The longest
instrument here is the bass and the shorter ones produce higher notes. Here we
identify several types of mathematics as well. Again, we can observe cylinders
and ovals, find out the volume of the musical instruments, observe that the
diameter and length of the instruments determine the tones and sound that is
produced ans so on. In addition, the music that is produced with the instruments
can be used to teach mathematics [1,18]. For example, rhythm can be written
down with decimal or fractional numbers, and several numerical representations
also exist for pitch.

Fig. 2. These instruments are used to produce musical sound through a blowing tech-
nique. They are made from the roots of Ontyu, a local shrub. Roots are dinged from
the soil, and this process usually takes about three hours.

3.3 What Mathematics We Observe in the Hunting and Gathering
Traditions of the San People

Knives play an important part in the culture of the San people. Knives are made
by the people themselves, and are always in the shape of a leaf, as shown in Fig. 3.
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This shape makes it easy to cut and penetrate into something. To ensure safety,
the knife must be in its full compartment and always kept with the head up. The
wooden part is made from local trees Omupopo or Omupalala, while the metal
part is made from either an old panga knife or a knife razor, regarded as the
best and strongest material. With regards to mathematics, the knife’s body has
an oval form. It has a 3-dimensional figure, with a head and a tail. The tail is
almost diagonal in shape, while the head is circular. Here we observe that there
are diagonals and other geometric shapes (e.g. triangles) in the way the knives
are decorated.

Fig. 3. Traditional knives made by the San.

As the San people are among the final hunting-gathering cultures left on
earth, we wanted to specifically focus on this aspect of their lives. Unfortunately,
they have been forced to stop living this way due to restrictions on movement,
laws forbidding hunting and territory claimed by landlords. Because of this, we
had to interview the village elders specifically to uncover this lost knowledge.
In Fig. 4 we see a hunting pouch and arrows that up until 1990’s were used by
the San to hunt wildlife. Today, only a single such pouch remains in the village.
On the right of Fig. 4 we see a 3-level basket that was used to store gathered
fruit and other goods and carried on the back. Today, these types of baskets are
mostly used as decorations or sold to tourists.

Exemplar mathematics embedded into the baskets in Fig. 4 are as follows.
Knowing the amount of raw material used for one of the baskets, we can estimate
how much dry palm leaves was needed to make the other two baskets (assuming
that the thickness of the different baskets is the same). This estimate is based
on the fact that the area depends quadratically on the size: the area of a shape
x times larger is x2̂ times greater. This also holds for areas in three dimensions,
namely the area of a spherical segment (the shape of our baskets) is proportional
to the square of its diameter. Knowing the storage capacity of one of the basket
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Fig. 4. A hunting pouch and arrows (left) and a traditional 3-level basket used for
gathering (right)

we can estimate the capacity of the other two baskets. This estimate is based on
that spatial volume depends cubically on the size: the volume of a shape x times
larger is x3̂times greater. That is, in our case, the volume of a spherical segment
is proportional to the cube of its diameter. After the calculations, we check our
estimate experimentally: we measure the weight and the storage capacity of each
basket.

An essential element of the traditional hunting strategy of the San people
is the observation of animal tracks. Tracking is a complex and challenging task
and it is not limited to following an animal from footprint to footprint, but its
goal is to understand the movement and behavior of the animals by interpret-
ing their tracks. As pointed out by Liebenberg [22], tracking was the earliest
manifestation of scientific thinking in human history. The tracks can be con-
sidered as symbols that contain implicit information about animals. Reading
and understanding these symbols, as practiced by hunters of the San communi-
ties, is indeed a science that requires the similar intellectual abilities as modern
mathematics. It is therefore reasonable to link the learning of mathematics with
tracking experiences. Understanding the similarity between reading the tracks
in the sand and reading the symbolic language of mathematics can help students
develop a positive attitude towards mathematics.

4 Discussion

4.1 Design Consideration for Math Technologies

Based on our observations as well as previous work [17], mathematics is not
something that hunters-gatherer societies naturally develop. The question arises
that as all mathematics beyond simple counting is learned, how can we motivate
students to learn mathematics and think about the world in a more mathematical
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way. Via embedding mathematics into the everyday lives, it can become a natu-
ral part of thinking that enables further development of mathematical skills [23].
However, it is arguably not only the hunter-gatherers that benefit from embed-
ding math into their daily lives. As hunter-gatherer societies manifest many of
the natural tendencies that make humans happy [10], these societies can be seen
as inspiration for the development of educational math technologies. Here we
specify two fruitful design considerations that arise from our observations.

Use of Everyday Items as Construals for Learning Mathematics. We
observed that several opportunities exist within the everyday lives of the San
people for teaching and learning mathematics, both through everyday items but
also through culture. Yet, this learning process is not automatic, and teaching is
required to draw out the mathematics that is associated with the many observed
items and habits. For technology designers this is a major challenge. Designers
need to break free from the constraints of creating software and applications and
move to create construals, tools to learn mathematics with.

Include More Exertion and Social Communication into the Learning
of Math. Exertion and social communication are central to human behavior
and something that modern societies lack. While doing mathematics is mostly
working with pen and paper, there is no reason why mathematical thinking
would not be introduced to exercise and social situations. In fact, dancing is a
good example of a social and physical activity that also includes mathematics
in the form of counting steps and keeping up with the rhythm. In our empirical
work we showed that the musical instruments have a lot of music embedded
into them, not to mention the music itself that is played [1]. Other technologies
such as location-based apps [15] could also be utilized to combine exercise, social
interaction and mathematics.

4.2 Design Considerations for the Namibian School System

The findings suggest possibilities of promoting the use of mathematical knowl-
edge of hunter-gatherers in the Namibian school curriculum, especially for cul-
tural confidence [24], and contributes to the understanding of African culture in
math learning technologies. The integration of local artwork in school subjects
may create confidence, and meaningful learning of mathematics among students,
especially those who perceive mathematics as a difficult subject. Furthermore,
integration of an important school subject, mathematics, to the local culture
also serves to preserve the culture, as it gains more value through its association
to mathematics.

4.3 Limitations and Future Work

Due to the large scope of our approach and the study topic, the resulting design
considerations remain at a general level. Our findings show promising research
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directions which future work could explore further. Especially embedded math
learning technologies and technologies supporting everyday mathematical think-
ing are worth investigating further. Furthermore, this work opens the research
avenue on how the hunter-gatherer tendencies of humans could be utilized to
boost the learning of math and learning in general. One of the criticisms towards
our approach is that it might not be as cost or time-efficient as currently favored
modes of teaching. Also while mathematical thinking outside the classroom set-
ting is important, it remains unclear what is the best way to achieve this goal.

5 Conclusions

In this work we showed that geometry, symmetry, combinatorics and other kinds
of mathematics are present ubiquitously in the San community and other human
societies, but without additional teaching and support, humans do not learn to
think about their everyday objects and activities in mathematical terms. Here we
proposed two ways in which we can re-imagine mathematics education from the
perspective of observations in the hunter-gatherer society: (1) the use of props
and real world objects as construals through which math can be learned; and (2)
introducing physical activity and social communication more prominently into
math education. The main benefit of this kind of an approach is that mathemat-
ics will be integrated into the daily lives more holistically. While pen and paper
are still useful tools for learning and doing mathematics, seeing mathematics
in the everyday world can guide thinking and lead to further development of
mathematical knowledge.
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Abstract. In the last year, schools, universities, teachers, and students had to adapt
to distance learning because of the pandemic situation. The e-learning situation is
very different from a face-to-face situation. One of the problems of the e-learning
is that the students should be more responsible to not distracted. Another problem
is that the type of computer for each student varies significantly. Finally, the tradi-
tional interaction between teacher, student and content is made more complicated
by introducing technology. When new tools are applied, and there is an improve-
ment in e-learning education, student, teacher, and educational institutions benefit
from it. Emotion plays an essential role in the knowledge, acquisition, and decision
process of an individual. There is also significant evidence that rational learning
in humans is dependent on emotions. In this paper, we presented a solution with
an Intelligent Tutor Application, that analyzed emotions in a non-intrusive and
non-invasive way.

Keywords: Intelligent Tutors · User emotions · E-Learning

1 Introduction

Due to the pandemic situation, teaching has become mixed, that is, face-to-face and
online. If the student stays at home, schools need to have online classes. However, the
traditional class where the teacher gives in a face-to-face situation does not work in an
online situation [1]. A system is needed to engage the student in a better way of learning
[2]. Hence, several technologies have been applied to maintain and promote learning
[2, 3]. One example is the Intelligent Tutors, which are training software systems that
use intelligent technologies to offer personalized systems, ambient learning, and content
learning to students, depending on their characteristics and behaviour [4].

An Intelligent Tutor’s goal is to make these technologies adaptable to users, based on
their characteristics and needs [4]. Thus, an Intelligent Tutor provides individual benefits
of automatic and autonomous tutoring, making each user progress at their own pace. To
these systems, it is necessary to apply the concept of adaptive and interactive learning
to make it a powerful learning tool [5].

For students, better learning, one factor to be considered is emotion [6]. So, emo-
tion plays an essential role in the process of knowledge acquisition and an individual’s
decision. In this way, emotion directly influences perception, learning process and way
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people communicate. Consequently, several theories attempted to specify the interre-
lationships of all the components involving emotion and the causes, the reasons, and
the function of an emotional response. Some research intended to relate emotion and
computer, so for Ortony, Clore and Collins [7] emotion identification is generally used in
cognitive science and connected to affective computing enabling computers to recognize
and express emotions.

In this paper, we conducted an experience with Intelligent Tutors, applying a type
of emotion in the students. This paper is organized as follows. Firstly, Sect. 2 introduces
the concepts with state of the art, namely student behaviour and emotions. Then, Sect. 3
presents a proposal architecture. Next, Sect. 4 presents result and discussion. Finally,
Sect. 5 concludes by performing a global conclusion and some future work.

2 State of Art

Currently, there are several types of Intelligent Tutors. However, these tutors have not
entirely achieved the desired objectives, since they are either autonomous or adaptable,
but not both.Besides, they donot consider an essential element that affects users’ learning
in real-time: their emotional state. Some of these tutors assess the user’s emotional state
only at the end of the work sessions, which is not enough to improve the learning
environment [4, 8].

One of ITS’s main applications involves personalized guidance, adaptation to learn-
ing materials, analysis of students’ learning styles, and applying various techniques to
support a harmonious teaching process [8].

Adefinition of ITS is “a newgeneration of a learning system that offers individualized
instruction” one to one “stimulating the activities of a human teacher, like a teacher for
a student” [9]. There are different architectures proposed for IT’S. However, according
to [10–12], the traditional architecture of an ITS is illustrated in Fig. 1.

Fig. 1. The general structure of an Intelligent Tutor.

• Expert module: the expert module is defined as the function of harnessing knowledge
about a specific topic that must be taught or learned. The expert module is responsible
for generating and storing knowledge on a given subject.
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• Student module: The student module consolidates students’ fundamental data on their
learning progress, conduct, and mental attributes. It is additionally responsible for
processing and storing accumulated data about students.

• Tutor module: The tutor module, also known as the pedagogical module, determines
the learning and tutoring strategies. In addition to updating the exhibition procedure,
this module is responsible for keeping pedagogical knowledge.

• Interface module: This module provides interaction between the system and students
through various input/output devices.

2.1 Previous Work

Part of the framework presented in this paper was implemented in previous work. This
first version focused on the general framework for an intelligent tutor, which includes
behaviour biometrics like mouse velocity or acceleration, click duration, etc. For a
complete list of features and the process of their acquisition and extraction, please see
[4].

While this early work focused on the monitored attention [4, 13] and student model
[4] from the analysis of Human-Computer Interaction, we also found out that people
tend to interact differently with different applications, and different contexts. For exam-
ple, although both tasks involve typing, people tend to type differently if they are in a
messaging application and a word processing application [14].

The present work adds a new feature, and a new framework is present. It pro-
vides a completed framework of intelligent tutors, analyzed the user emotions states,
the behaviour biometrics, and the user student style. It thus constitutes a much more pre-
cise and reliable mechanism for intelligent tutors, while maintaining all the advantages
of the existing system: non-intrusive, lightweight, and transparent.

2.2 Affective Computing

According to [15], affective computing’s evolution is related to the need to put comput-
ers interacting, thinking, receiving, and transmitting people’s personalities. Picard and
Hassin [15, 16], highlight affective computing as a research area, which explores how
computer systems can identify, classify, and prove human personality.

Affective computing can increase conflict management capabilities with the cus-
tomer and increase the efficiency of recommendation systems. Affective computing is
about: (a) understanding how emotions play vital roles in persons; (b) regulating our
intention; (c) helping people make right decisions; and (d) changing the way we empha-
size and prioritize things. Consequently, it is possible to build a personalized com-
puter system to perceive and interpret the human being’s feelings, providing intelligent,
sensitive and adapted responses to situations [17].

3 Architecture

Based on the state-of-the-art section, the idea is to create an Intelligent Tutor adapted to
each student. In this first phase, an Intelligent Tutor’s general structure was developed,
which is shown in Fig. 2.
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Fig. 2. The general structure of our Intelligent Tutor.

The idea is to have an interface that communicates directly with users and captures
the data necessary to create a student profile. The system, based on the content it must
address, and the student profile apply the student’s tools to acquire the necessary knowl-
edge. Another function of the interface module is to show the reports to the students or
teachers and the students’ formatted presentation. Making a complete description of the
system, Fig. 3 presents an Intelligent Tutor’s framework in more detail.

The interface module is the front-end interaction of the Intelligent Tutor. This system
integrates all types of information necessary to interact with the user, through graphics,
text, multimedia, video, menus. The interface module is the Intelligent Tutor’s commu-
nication component that controls the user and the system’s interaction. He captures data
from the user’s interaction with the Intelligent Tutor. Data capture is done using a non-
invasive and non-intrusive approach. A log application runs in the background, saving
the user’s necessary events with Intelligent Tutor. This application has a device that gen-
erates raw data that describes the user’s interaction with the system: mouse, keyboard,
and activity. Flexible sensors use the information available from other measurements
and process parameters to calculate and estimate the amount of raw data. The raw data
generated is stored locally until it is synchronized with the web server in the cloud at
regular intervals, usually every 5 min. The interface module relates to the tutor module
to receive the exercises. Then the interface module sent the exercise and the solution
to the tutor module. Finally, the tutor module gives feedback if the answer is correct or
give suggestions and the solutions if the answer is incorrect. The interface module is also
connected with the student module for exchange the login information of the student.
The interface module and the evaluation module’s connection is to exchange the usage
reports and the student learning outcomes.

The tutormodule accepts information from the studentmodule, the interfacemodule,
and the expert module. The tutor module has the definitions of the problem solver strate-
gies, the exercises corrector, the definitions of the pedagogical approach, the learning
instructor, and the predictions knowledge. The tutor module is connected to the expert
model, and they exchange the declarative, procedural, and conditional knowledge. It
is closely linked to the student module since it uses knowledge about student learning
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Fig. 3. Framework of an Intelligent Tutor.

progress and correction results. The tutor module gives The student’s relevant infor-
mation and the correction results at the student module. It also monitors user progress,
creating a profile of strengths and weaknesses concerning production rules.

The student module has the student learning progress, the corrections results, the
activity log, the student emotion, and the student learning style stored in the student
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database. The student module also gives information at the evaluation module related to
the user information, learning results, emotions results, and learning style results.

The evaluation module has the student progress monitoring, the student emotion
monitoring, the student learning style monitoring, and generator the necessary reports.

The expert module contains the declarative knowledge (objects), procedural knowl-
edge (algorithms), the conditional knowledge (rules), and the exercises repository (with
examples).

4 Methodology and Methods

We have created several contents for a Statical Subject at the Technical University of
Manabí, Portoviejo, Manabí Ecuador to implement the proposed system.

4.1 Population

Based on the framework presented in Sect. 3, we have created an Intelligent Tutor
Application presented in Fig. 4. This application will be applied to 160 students in two
phases with the same conditions. The first phase is a regular assessment with several
levels, where the student did not have time count for each question. The second phase
has a time count for each question.

Fig. 4. Intelligent Tutor application.

When the student opens the application for the first time, we need to register. It
is necessary to indicate the following data: date of birth, gender; course, and address.
The system creates a student profile from this data. When the student makes a test, we
can indicate the test’s difficulty level to be performed. The data capture is based on the
mouse’s dynamics and the keyboard to propose an entirely non-intrusive method for
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evaluating student-computer interaction. Each computer has a keyboard, a mouse, and
a monitor. The assessment activity starts simultaneously for all students, they log in to
the standard software using their credentials, and the activity begins.

5 Results and Discussion

Figure 5 present a comparison of the real answers for each assessment. The first assess-
ment without time count and the second assessment with time count. We can observe
that in the phase without time count, the correct answer is 34% and in the phase with
time count, it is 35%. It seems that the stress caused by time will not affect the results.

35
%

 65
%

 

34
%

 66
%

 

C O R R E C T  W R O N G  

TOTAL  ANSWERS  

Time Count Without Time Count

Fig. 5. Total student answers.

However, the number which the backspace keyword is press in total is 162 times
when the assessment has time count, and zero without time count. Also, the number of
keys pressed with time count is 47891, and 12938 without time count. It seems that the
students intend to give a complete answer when the assessment has a time count (Fig. 6).

Fig. 6. Total backspace and total clicks.

Emotion is present on the abscissa axis. For level 1, emotion is very negative for level
2, negative emotion, for level 3, neutral emotion, level 4, positive emotion, and level 5,
very positive emotion. Figure 7 shows that 26% has neutral emotions, 23% has positive
emotion, and 11% is very positive emotion. On the other hand, 20% has negative and
very negative emotion, respectively.
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Fig. 7. Total backspace and total clicks.

6 Conclusions and Future Work

This paper presents an approach to Intelligent Tutoring. The approach is non-invasive
and non-intrusive. It is proposed based on the biometric analysis of work behaviour
in different students applying a stress emotion. The system monitors and analyzes the
mouse and keyboard dynamics to determine the student’s interaction with the computer.
These results are crucial to improve learning systems in an e-learning environment and to
predict student behaviour based on their interaction withmobile devices or the computer.

This Intelligent Tutor makes possible the enhanced learning/teaching processes. The
architecture of an ambient intelligent learning environment is proposed to address these
issues, especially to monitor the students’ emotion students in distance learning. With
this architecture, it is possible to detect those factors dynamically and non-intrusively,
making it possible to foresee negative situations and mitigate them.

In future work, the door is then open to analyze students’ emotion profile, con-
sider their comments and propose new strategies and actions, minimizing issues such
as stress, which can influence students’ results and are closely related to the abandon-
ment occurrence. Moreover, we intend to inform the teacher about the emotion of each
student. Another improvement in this work is making correlations with two types of the
questionnaire (before and after the tests).
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References

1. Rodrigues, M., Novais, P., Santos, M.F.: Future challenges in intelligent tutoring systems: a
framework (2005)



496 R. Toala et al.

2. Carneiro, D., Pimenta, A., Gonçalves, S., Neves, J., Novais, P.: Monitoring and improving
performance in human–computer interaction. ConcurrencyComput.: Pract. Experience 28(4),
1291–1309 (2016)

3. Carneiro, D., Novais, P., Durães, D., Pego, J.M., Sousa, N.: Predicting completion time in
high-stakes exams. Futur. Gener. Comput. Syst. 92, 549–559 (2019)

4. Durães,D., Toala, R.,Gonçalves, F.,Novais, P.: Intelligent tutoring system to improve learning
outcomes. AI Commun. 32(3), 161–174 (2019)

5. Brusilovsky, P.: From adaptive hypermedia to the adaptive web (invited talk). In: Proceedings
of Mensch Computer, pp. 21–24 (2003)

6. Rincon, J.A., Julian, V., Carrascosa, C., Costa, A., Novais, P.: Detecting emotions through
non-invasive wearables. Logic J. IGPL 26(6), 605–617 (2018)

7. Ortony, A., Clore, G.L., Collins, A.: The Cognitive Structure of Emotions. Cambridge
University Press, Cambridge (1990)

8. Hasan, M.A., Noor, N.F.M., Rahman, S.S.A., Rahman, M.M.: The transition from intelligent
to affective tutoring system: a review and open Issues. IEEEAccess 8, 204612–204638 (2020)

9. Hooshyar, D., Ahmad, R.B., Yousefi, M., Fathi, M., Horng, S.J., Lim, H.: Applying an
online game-based formative assessment in a flowchart-based intelligent tutoring system
for improving problem-solving skills. Comput. Educ. 94, 18–36 (2016)

10. Petrovica, S., Anohina-Naumeca, A., Ekenel, H.K.: Emotion recognition in affective tutoring
systems: collection of ground-truth data. Proc. Comput. Sci. 104, 437–444 (2017)

11. Ramírez-Noriega, A., Juárez-Ramírez, R., Martínez-Ramírez, Y.: Evaluation module based
on Bayesian networks to intelligent tutoring systems. Int. J. Inf. Manage. 37(1), 1488–1498
(2017)

12. Victorio-Meza, H., Mejía-Lavalle, M., Ortiz, G.R.: Advances on knowledge representation of
intelligent tutoring systems. In: 2014 International Conference on Mechatronics, Electronics
and Automotive Engineering (ICMEAE), pp. 212–216. IEEE Computer Society, November
2014

13. Durães, D., Jiménez, A., Bajo, J., Novais, P.: Monitoring level attention approach in learning
activities. In: Methodologies and Intelligent Systems for Technology Enhanced Learning,
pp. 33–40. Springer, Cham (2016)

14. Durães, D., Carneiro, D., Jiménez, A., Novais, P.: Characterizing attentive behavior in
intelligent environments. Neurocomputing 272, 46–54 (2018)

15. Hassin, M.H.M., Aziz, A.A., Norwawi, N.M.: Affective computing: knowing how you feel.
In: The National Seminar of Science Technology and Social Science (STSS 2004), UiTM
Pahang (2004)

16. Picard, R.W.: Affective computing for HCI. In: HCI, no. 1, pp. 829–833, August 1999
17. Picard, R.W., Papert, S., Bender, W., Blumberg, B., Breazeal, C., Cavallo, D., Strohecker, C.:

Affective learning—a manifesto. BT Technol. J. 22(4), 253–269 (2004)



Health Informatics



Factors affecting the Usage of e-Health Services
in Kuwait

Issam A. R. Moghrabi(B) and Manal H. A-Farsi

College of Business Administration, Gulf University for Science and Technology, Mubarak
Al-Abdullah, Kuwait

moughrabi.i@gust.edu.kw

Abstract. The increasing quality of ICT seems to be paralleled with an escalat-
ing complexity and scope of e-Health processes. E-Health, which it is normally
perceived as a component of e-government, offers an opportunity for hospitals
and medical centers to integrate their services and communicate standardized
medical data intended for easy sharing of patient medical records electronically.
Such services are expected to deliver cost-effective and high quality health care.
This research aims to investigate the factors leading to enhancing and adopting
e-health in Kuwait. Such factors range from human to socio-technical issues,
access to electronic health resources, awareness of HICT, utilization of HICT, and
perceived factors responsible for use or non-use of HICT among professionals
to deliver best understanding of e-Health systems and highlight the significant
objectives, tools, models, and obstacles of such systems.

Keywords: Health Information and Communication Technologies (HICT) ·
E-health · Electronic health record system · Computer science · Kuwait

1 Introduction

The escalating development of communication technologies has resulted in equally
advancing modes of applying technology in people’s daily lives. This applies to both
the developed and developing parts of the world. As a result of applying technology
in the medical care, notable leaps have been made towards overcoming many diseases
and the general improvement of health care systems. The “e” in e-Health stands for a
number of concepts [5]. It includes enhancing quality and encouraging trust between
the patients and health professionals. It also includes educating physicians by means of
online sources, enabling information exchange and communications. So, an electronic
health record is a digital store of patient datamade accessible tomultiple authorized users
for continuity and efficiency in an integrated healthcare delivery system [2]. Information
and communication technologies (ICTs) are incorporated in the health sector to create
e-health solutionswhich lead to additional benefits such as;minimizing coordination and
transaction costs in patients and physicians’ relationships, better deliberativeness, and
promoting the ability of information-processing in information technology [6]. There is
a growing interest in implementing a system of shared electronic health records among
organizations as a quality improvement initiative [1].
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This research discusses e-Health in Kuwait and addresses factors leading to the
adoption and utilization of HICTs. The results are essential to determine the obstacles
Kuwait is facing to use e-Health portals [13]. Furthermore, the paper will conclude with
suggestions provided by both patients and physicians working in the health sector to face
the challenges. End user input in the design and development of e-Health technologies
should be considered as a way of overcoming barriers of adaptability [14].

2 The status e-Health services in Kuwait

Following the recent growth in communication technologies, many nations in the world
have realized notable improvements in the delivery of public health services. Technology
solutions have helped health organizations and governments to combat most common
world’s fatal diseases and health conditions due to improved flow of health information.
Electronic health means the application of information communication technologies in
the delivery of health services, professional development in health fields, strategic man-
agement of adverse health conditions, and general development of public health sector
[18]. Electronic health adoption, therefore, involves efforts of both governments and
global health organizations with the main aim of improving health services. In the deliv-
ery of public health services, health practitioners and professionals apply technology
solutions as tools to aid quality and efficiency in their operations. For instance, collec-
tion and management of health information are areas where information communication
technology plays a key role. In Kuwait, the technology application process involves col-
laboration with patients through media services, and online communication platforms
such as telephone services, social media, and public websites to collect health informa-
tion such as patients’ needs and health conditions. This is easier, broader in scope, and
more effective than empirical field research that requires physical meetings with target
patients when conducting medical research.

Technological advancements always pose varied effects on the provisions of health-
care. According to Ross et al. [14], e-Health is seen as essential for solving challenges
associated with healthcare systems with regard to increasing demand due to an aging
population and required improved treatment, all coupled with limited resources. As a
result, manyworld nations have adopted both short-term and long-term strategies aiming
at exploiting technology to transform theirmanagement of the health sector. For instance,
England has invested at least £12.8 billion in a national program for incorporating the
latest technology in healthcare while in the United States, the Obama administration
committed to a $34 billion investment in e-Health through the Department of Health
Services [7].
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Moreover, according toRoss et al. [14], tele-monitoring of diabetic foot ulcer patients
is one of the proven e-health applications that have proven to enable better monitoring
of healthcare systems. It is a cost-effective method besides being accurate, a factor
that enables saving of many lives. In healthcare, ICT plays a critical role of improv-
ing efficiency of service delivery, enhancing satisfaction through reduction of costs and
improvement of safety in offering healthcare services [9]. Majority in the public pop-
ulation suffer health risks mostly because of financial constraints, this is especially in
the developing countries. Therefore, access to expensive health facilities is left to be a
privilege of the financially endowed minority. Kuwait may not be classified as a fully
developed economy, as it belongs more to the category of underdeveloped nations.

According to Farhan & Sanderson [2], Kuwait has come a long way in terms of
information technology development. Primarily, it is a country whose educational sys-
tem has not traditionally placed great emphasis on the need to engage in IT and ICT
courses. Nevertheless, with the increased technological advancements, the country has
been among those that have recorded the highest uptake rates of modern technology. The
Kuwaiti Ministry of Health has played a key steering role in ensuring that the develop-
ment of the country’s IT sector positively impacts the provisions of healthcare practice
advancement. In particular, the current government under the leadership of Sheikh Sabah
Ahmad AL Sabah, has ensured that the country maintains an improvement trajectory in
matters of e-Health to keep up with other current trends practiced in developed countries
[13]. According to Rabaai et al. [11] the government and its leadership has always main-
tained a futuristic vision for Kuwait. This has been demonstrated by strong embracing
of state-of-the-art technology practices in Kuwait. The launching of the Kuwait Central
Agency for Information Technology in 2006 is a good example of the national technol-
ogy road mapping strategies adopted by Kuwait. Mandated by the national government,
the Ministry of Health ensures that the country procures up-to-date data storage and
analytics systems to ensure good keeping of records and proper interpretation of phe-
nomena related to the health cases data collected. This has enabled private institutions
in the health sector to conform to adopting such technology standards by ensuring that
they adopt e-Health methods in order to capitalize on the satisfaction of patients, adhere
to national government requirements and also capitalize on efficiency.

The increased adoption of technology in healthcare has been attributed to high lit-
eracy levels, the economic endowment resulting from oil production, large budget sur-
pluses and high levels of disposable income [11]. Coupled with these national growth
factors, technology has improved healthcare, governance, education, industrialization,
the private sector, and general human growth in the State of Kuwait [10, 11]. Kuwait is
currently focusing on research and development with an aim of building more capacity
for exploring new technology-aided methods for improving healthcare [2]. E-Health is
one of the indicators of the improved health sector. The country also expects the research
and development efforts to yield competitive and affordable means of securing the best
healthcare services for all citizens.
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The tremendous growth in communication technologies in the State of Kuwait is
influenced by a number of factors that affect participation in e-Health. Those factors are
shared across various nations but the extent towhich their effect is displayed differs. Such
factors include, but not limited to, economic development, national productivity, culture
and the general attitude towards technology [13]. Literature shows that between the years
2006 and 2014, Kuwait’s global position in terms of e-Government Readiness Index has
been alternating with those of the neighboring Gulf Corporation Council members. For
instance, it was very low in 2012, while it rose in 2014. This is because participation in
e-government, e-Health, and other areas of ICT applications is influenced by a number of
variables. Some variables affect the index positively while others have negative effects.
Such different variables can exist or originate from the same environment. They include
users, executives, organizational cultures, external environments, and global forces [10,
11].

However, Rabaai et al. [11], advance that the implementation of health ICT solutions
has a number of challenges in the State of Kuwait. Limited awareness of information
technology and lack of online information security are good examples on obstacles for
adoption. Some Kuwaitis have limited awareness of the importance of communication
technologies in health service practices. This is the result of ignorance and insufficient
public education on the role of ICT in the health sector. A notable percentage of the
citizens have apprehensions of online data insecurity; for instance, sensitive patients’
information is subject to cyber-attacks [5]. Medical information security and privacy is
a major concern as an online leak causes irreparable damage in terms of reputation and
confidence. Cyber security is, therefore, a major limiting factor for e-participation in
e-Health.

The culture of Kuwaiti people has a significant effect on how they embrace e-Health
information and platforms. Essentially, many people in the country seem to prefer the
traditionalmanual procedures for obtainingmedical care that is basically based on calling
for appointments, visiting private facilities for treatment and obtaining over-the-counter
drugs. The prevailing culture also influences organizational cultures, a factor that largely
dictates how healthcare is provided both in private and public organizations [14]. For
instance, if a health institution maintains an operation mode in which all employees are
given equal opportunities to utilize technology resources and build technical skills the
e-Health may gain value.

The culture of a health institution, may it be private or public, defines its mode of
operations both internally and externally in terms of the roles played by every stake-
holder, how responsibilities are shared, and how various functions coordinate in the
implementation of managerial plans and in-service delivery [12]. This partly explains
why organizational culture in Kuwait health sector directly influences e-participation in
e-Health.
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If a health institution maintains an operation mode in which all employees are given
equal opportunities to utilize technology resources and build technical skills, the e-
Health can gain value. It can be perceived as the easiest way to interacting with patients,
collect andmanage their informationwhilemaintaining information security and privacy.
Otherwise, if ICT services are privileges limited to senior stakeholders only, the growth of
e-participation in e-Health remains remote. Therefore, the culture of a health institution
can aid or, otherwise, undermine effective participation in e-Health.

If a health institution maintains an operation mode in which all employees are given
equal opportunities to utilize technology resources and build technical skills, the e-
Health can gain value. It can be perceived as the easiest way to interacting with patients,
collect andmanage their informationwhilemaintaining information security and privacy.
Otherwise, if ICT services are privileges limited to senior stakeholders only, the growth of
e-participation in e-Health remains remote. Therefore, the culture of a health institution
can aid or, otherwise, undermine effective participation in e-Health [7, 8].

This research has unveiled a number of facts concerning Kuwait health sector and
economy. For example, the private and public sectors have grown in terms of service
efficiency since 2006, following the good policies adopted by the leaderships. The state
spearheaded the adoption of information technology solutions in health service delivery
with the support ofUnitedNations PublicAdministrationNetwork. In addition,Kuwait’s
oil industry has boosted the economy, leading to high levels of education and fast growth
of telecommunication industry. The country utilizes all telecommunication channels,
with almost 80% of the population recognized as internet users. This means that e-
participation in e-Health is reasonably high. It has been facilitated by both internal
and external stakeholders of health institutions. The private sector is, however, more
advanced, compared to the public health sector, because of the competitive initiatives
that have led to faster adoption of technology solutions as compared to public institutions.
This calls for close monitoring of the management of public health institutions by the
government.

As cyber security remains the major concern for e-participation in e-Health [4, 7],
the main recommendation here is the adoption of cybersecurity approaches such as
sophisticated online data encryption, security, and vulnerability analysis tools that aid
in promoting the fact that E-Health is a revolutionary approach to healthcare provision
[17, 19].

3 Problem Statement and Methodology

Many barriers and parameters exist when it comes to embracing and implementing
e-Health systems [1, 3, 15]. This research aims to deliver a better understanding of e-
Health prospects in Kuwait and highlight the significant elements and factors affecting
e-Health adoption. We, therefore, propose a model to facilitate a better understanding
of the dimensions affecting indulging in HICT/e-Health systems in Kuwait. To do so,
it is emphasized here that the recognition of health providers’ specialization, their e-
Health background, and prior experience in such systems. Also, the study presents health
providers’ point of view and evaluation of e-Health systems through the use of a carefully
prepared questionnaire. The research hypothesis is that the implementation of e-Health
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systems in hospitals and medical centers has positive impact on: cost savings, quality
control, increased efficiency and effectiveness. The researcher surveyed a various group
of employees in the health sector to get their point of view about Kuwait e-Health system,
their experiences, and reasons behind the fact that considerable portion of practitioners
abstain from adopting and practicing the electronic services.

A cross-sectional design was habituated to accumulate quantitative data utilizing a
structured questionnaire among health practitioners working in the both the public and
private sectors. Systematic arbitrary sampling was administered to 211 practitioners,
out of which 193 consented to participate. Data analysis was done utilizing MatLab.
Hypotheses were tested at p value< 0.05 utilizing Chi square and correlation coefficient.
The questionnaire consisted of 10 questions, direct and clear for participants to answer.
Some questions were of general demographic focus; others were questions about Kuwait
e-Health system with multiple choice answers; one question was a short answer to
collect suggestions for future services in the system. The last question consisted of
multiple statements to be measured on a five-point scale that range between “Strongly
disagree” to “Strongly agree”. The questionnaire was conducted using a professional
survey website (Google Forms) and was distributed online via Twitter, and WhatsApp
in order to reach the targeted population of participants efficiently. It was distributed
among hospitals and medical centers around Kuwait. The survey was open for a whole
month (April 2018 to May 2018) during that time 132 responses were received.

The study of the factors influencing adoption of e-Health technology is inspired by
a variant of the Technology Acceptance Model, given in Fig. 1.

Fig. 1. A variant of the traditional TAM model.

4 Validity and Reliability of the Research Instrument

Face and content validity techniques were employed to establish the validity of the struc-
tured questionnaire. The structured questionnaire was critically reviewed for felicitous
structuring and opportuneness of the test item to answer the research questions. Pilot
study was conducted by sending the questionnaire to 38 arbitrarily selected respon-
dents who are directly involved in HICT usage for evaluation and participation. Internal
consistency of data engendered by the instrument or questionnaire was ascertained by
evaluating the collected responses. Equivocal questions were reframed for pellucidity
and pertinence to the expressed research objectives of the study.

Test-retest method was employed to determine the Cronbach’s Alpha value of the
Likert scale, which establishes the reliability and consistency of the instrument. The
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Cronbach’s Alpha was calculated utilizing 16 culled test cases, of which the result was
0.79. Hence, it was concluded that the research instrument possesses an acceptable level
of reliability with good internal consistency.

5 The Results

The table below present a summary of the results obtained from the study.

Table 1. Hypotheses testing results

Null hypothesis Crosstabs (p-value < 0.05) Chi-Square Interpretation

(i) There is no significant
relationship between Age
of Users and Actual Use
of HICT

Age range of respondents *
Frequency of HICT use at
Workplace

0.041 Significant

(ii) There is no significant
relationship between the level
of Academic Qualification
and Actual use of HICT

Level of Academic
Qualification * Frequency of
HICT use at Workplace

0.135 Not significant

(iii) There is no link between
the perceptual usefulness
concerning the quality of
service of HICT in health
practices

Perceptual usefulness of
HICT * Frequency of HICT
use at Workplace

0.009 Significant

(iv) There is no significant
relationship between Training
on the use of HICT system
and Actual Use

Training on the use of HICT *
Frequency of HICT use at
Workplace

0.001 Significant

The questionnaire embodies a number of five-scale Likert type questions that range
from “strongly agree” to “strongly disagree”. Some of those are reported in Table 1. One
variable was not included in Table 1 that is the quality criteria. Our results reveal that
the significance of the quality determinant is not a major determinant when it comes to
users in Kuwait. Another determinant has to do with the significance of the technical
factors, such as availability, support and reliability. This criterion was not found to be
as a serious determinant, as opposed to others. Usefulness is another criterion that was
measured for significance.

For the respondents, the prominent reasons for using e-health systems wavered
among saving time and money, facilitating job processes, saving effort and compulsion
to use as it was imposed as the only way for conducting health-related functionalities.
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6 Conclusions

Although our study is restricted to one country, namely Kuwait, and concentrated on 12
clinics and 5 hospitals, both private and public, the results obtained seem to confirm the
significance of three of the proposed hypotheses in Table 1, namely (i), (iii) and (iv).

There is still room for making the scope of the coverage more extensive geographi-
cally and hence the results obtained would be progressively solid and more convincing.
More health firms need to be included. We propose that future research would fill in
whatever yawning holes are seen between our present discoveries and what other miss-
ing criteria that need to be revealed. Another confinement is that the investigation is
cross-sectional, which is viewed as quick, straightforward, and affordable to perform.
Nonetheless, a cross sectional examination could be one-sided, where members who
partook in the investigation neglected to present the input of others working in the health
domain, influencing subsequently, the generalizability of the findings. This is on the
grounds that it depends on a poll review, and members are met just once [16]. Conse-
quently, future work ought to consider conducting a longitudinal methodology, where
members participate more than once over a stretch of time.

Regardless of these impediments, our conducted tests had the capacity to explore
and recognize the basic factors that influence health domain practitioners’ adoption of
HICTs in conducting health services. Overall, the benefits of e-Health systems much
outweigh any disadvantages perceived by some users, such as releasing the grip of power
in the hands of health administrators, especially when it comes to sharing resources such
as patient files. This transparency can be disadvantageous to some. The results obtained
from the statistical analysis concluded that a large portion of health practitioners perceive
the advantages of such systems. Themeasurement of overall satisfaction was, in general,
good as per our results. Themain issue thatwe need to emphasize is the lack of integration
among the hospitals in Kuwait, the thing that inhibits a full appreciation of embracing
HICT. It is important to have the integration; it will allow the availability of electronic
medical records in all hospitals. This will allow each patient having a unified electronic
medical record that he will use in all of hospital and medical centers around Kuwait. It
is important to mention that the results, in this study, are helpful for decision makers to
understand the user’s needs and requirements for future evolution of e-Health systems
in Kuwait.

Appendix

Factors Affecting e-Participation in Kuwait e-Health

e-Health is using Information and Communication Technologies (ICTs) to deliver health
care and services like the electronic medical record. The survey will investigate the
importance of installing e-health systems in Kuwait hospitals. It also addresses the
users’ acceptance for using e-Health systems. We highly appreciate your participation.
Privacy will be maintained, please answer questions as they relate to you.

Personal information:
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1-Gender:

Male
Female

2- Age:

Less than 20
20–29
30–39
40–49
50–59
60 and more

3-Nationality:

Kuwaiti
Non Kuwaiti

4-Education:

High school
Diploma
Bachelor
Master & above

5-Occupation:

Medical student
I work in the government sector
I work in the private sector
I have my own practice

6-Please choose which category fits your position best:

Patient
Doctor
Nurse or other medical professional
Hospital administrator
Pharmacist
Health Insurance representative
Health care academic
Other (please specify)__________________________________________



508 I. A. R. Moghrabi and M. H. A-Farsi

Factors affec ng e-Par cipa on in Kuwait e-Health:

Are you familiar with the term "e- Health systems" 
Yes
No
a) Do you use the online information system provided by Kuwait minis-

tries?(ex. https://www.e.gov.kw ) 
Yes
No (if you choose No, answer the following question)

b) Why you didn’t use any online information systems?
I don’t know how to use it
I didn’t hear about any information system
I don’t trust the online information system
Other (please specify)______________________________

How often do you use e-Health systems?
None
Rarely
Often
Always
Indicate your level of agreement with this statement: "e-Health is essential in 

improving the quality and consistency of health care."
Strongly Agree
Agree
Neutral
Disagree
Strongly Disagree
How useful is the integration of e-health systems in Kuwait Hospitals?
Very useful 
Useful
Neutral
Un-useful
very un-useful
How important is e-Health for creating new health care products and ser-

vices?
Very useful 
Useful
Neutral
Un-useful
Very un-useful  

Using e-Health will benefit in (you can choose more than one option)
Cost savings
Quality control
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Improvement of health outcomes
Development of new products and services
Easier patient access to care 
Other (please specify ________________________________________)

What kind of issues do the e-health systems have in Kuwait?(you can choose 
more than one option)

None
Lack of integration.
Lack of modern electronic devices.
Lack of availability of IT maintenance team.
Lack of employees' knowledge about the system.
Lack of system training courses.
Employee resistance to change.
Other (please specify)_______________________________________
What services you like e-Health to provide in the future?
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________
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Abstract. According to the World Cancer Research Fund, a leading
authority on cancer prevention research, lung cancer is the most com-
monly occurring cancer in men and the third most commonly occurring
cancer in women, with the 5-year relative survival percentage being sig-
nificantly low. Smoking is the major risk factor for lung cancer and the
symptoms associated with it include cough, fatigue, shortness of breath,
chest pain, weight loss, and loss of appetite. In an attempt to build a
model capable of identifying individuals with lung cancer, this study
aims to build a data mining classification model to predict whether or
not a patient has lung cancer based on crucial features such as the above
mentioned symptoms. Through the CRISP-DM methodology and the
RapidMiner software, different models were built, using different scenar-
ios, algorithms, sampling methods, and data approaches. The best data
mining model achieved an accuracy of 93%, a sensitivity of 96%, a speci-
ficity of 90% and a precision of 91%, using the Artificial Neural Network
algorithm.

Keywords: Healthcare · Lung cancer · Data mining · Classification ·
CRISP-DM

1 Introduction

Lung cancer is the most common cancer in men and the third most common
cancer in women [1]. The prognosis for this type of cancer is usually alarming,
with less than 15% of patients surviving five years after the diagnosis. This
prognosis results from the lack of effective early detection diagnostic methods as
well as the lack of successful metastatic disease treatment [2].

The 5-year relative survival estimates the percentage of cancer patients who
will not have died of cancer five years after diagnosis. The 5-year relative survival
rate for lung and bronchus cancer in the United States is 19.1%, this metric
varies between age groups [5]. The lung cancer statistics also vary substantially
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Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 511–521, 2021.
https://doi.org/10.1007/978-3-030-72657-7_49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72657-7_49&domain=pdf
http://orcid.org/0000-0002-6331-1426
http://orcid.org/0000-0003-2326-2153
http://orcid.org/0000-0001-8736-7443
http://orcid.org/0000-0001-6457-0756
http://orcid.org/0000-0003-4121-6169
https://doi.org/10.1007/978-3-030-72657-7_49


512 E. Vieira et al.

with sex, ethnicity, socio-economic status, and geography. Lung cancer rates are
higher in countries where smoking begins at an early age, specifically countries
in North America and Europe. Low and middle income countries account for
more than 50% of lung cancer deaths each year [6]. Smoking is then the major
risk factor for lung cancer, accounting for about 90% of the incidence of lung
cancer [7]. Additional risk factors include: low fruit and vegetable consumption,
genetic predisposition, exposure to non-tobacco procarcinogens, carcinogens and
tumor promoters, previous lung diseases such as chronic obstructive pulmonary
disease, previous tobacco-related cancer, and passive smoking [7].

The recommendations from the National Institute for Health and Care Excel-
lence (NICE) for the screening of Lung Cancer are: people aged 40 and over if
they have two or more of the following unexplained symptoms, or if they have
ever smoked and have one or more of the following unexplained symptoms: cough,
fatigue, shortness of breath, chest pain, weight loss and appetite loss [8].

As mentioned earlier, the lack of effective early detection diagnostic methods
for lung cancer is one of the major causes of low chances of survival five years
after the diagnosis [2]. Hence, it is valuable to carry out research in this area in
order to try to discover new ways of improving the diagnosis of this condition [9].
A common way to identify clinical conditions is to use Data Mining (DM) algo-
rithms since they enable researchers to find new patterns and hidden knowledge
in large and complex datasets [4].

Hospitals and other healthcare facilities are known to generate large amounts
of data on a daily basis and therefore the increasing interest of healthcare orga-
nizations in using DM as it can greatly benefit the efficiency and quality of the
services provided [3]. This study in particular focuses on the use of DM tech-
niques to build a classification model capable of predicting whether or not a
patient has lung cancer following the well known Cross-Industry Standard Pro-
cess for Data Mining (CRISP-DM) methodology.

The present paper is organized into five different sections. After the Intro-
duction, Sect. 2 presents an overview of existing studies carried out within the
scope of the topic addressed in this study. The entire DM process implemented is
thoroughly detailed in Sect. 3. Then, Sect. 4 presents the discussion of the results
obtained. Finally, Sect. 5 presents the main conclusions obtained with this work
and some prospects for future work.

2 Related Work

Krishnaiah et al. (2013) used DM classification algorithms namely IF-THEN
Rules, Decision trees (DT), Bayesian classifiers and Neural Networks (NN) to
build a classification model able to predict whether or not a patient has lung
cancer. They concluded that the most effective model to predict if patients had
lung cancer was Näıve Bayes (NB) followed by IF-THEN rules, DT and NN.
NB performed better than DT as it could identify all the significant medical
predictors [10].

Nasser et al. (2019) developed an Artificial Neural Network (ANN) to detect
lung cancer in patients based on symptoms such as yellow fingers, anxiety,
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chronic disease, fatigue, allergy, wheezing, coughing, shortness of breath, swal-
lowing difficulty, and chest pain, using the “Survey Lung Cancer” dataset. The
model had a 96.67% accuracy after 1418105 learning cycles and with less than
1% training error rate. They concluded that age, gender and coughing were the
most relevant features [11].

Murty et al. (2017) conducted a study to analyze lung cancer prediction
using classification algorithms such as NB, Radial Basis Function (RBF) Neural
Network, Multilayer Perceptron (MLP), DT and C4.5 (J48) using the Weka DM
software. The attributes age, gender, alcohol usage, genetic risk, chronic lung
disease, balanced diet, obesity, smoking, passive smoker, chest pain, coughing
of blood, weight loss, shortness of breath, wheezing, swallowing difficulty, fre-
quent cold, dry cough, snoring and some more additional symptoms were taken
into consideration for predicting the lung cancer. They found that the NB algo-
rithm achieved a better performance in all aspects over the other classification
algorithms previously mentioned [12].

3 Data Mining Process

The dataset used in this study consists of medical data related to the diagno-
sis of lung cancer disease, collected from surveys, namely demographic facts,
habits, symptomatology, and clinical history [14]. Five different Data Mining
Techniques (DMTs) were explored namely Support Vector Machine (SVM), k-
Nearest Neighbors (k-NN), NB, DT and ANN (Artificial Neural Net). These
techniques were chosen based on their Receiver Operating Characteristic (ROC)
curve analysis and were further implemented using the RapidMiner software. The
DM process was guided by the CRISP-DM methodology, which comprehends six
phases: Business Understanding, Data Understanding, Data Preparation, Mod-
eling, Evaluation, and Deployment [13].

3.1 Business Understanding

Due to the increasing number of cases of lung cancer in developed countries and
the high number of deaths associated with lung cancer, it has become essential
to identify and understand what are the main factors of this disease to try to
mitigate this worldwide concern. Early diagnosis of cases of lung cancer would
be important, as healthcare providers could intervene earlier, thus reducing the
likelihood of the incidence of the disease, preventing it from progressing to more
advanced stages, or even reversing it.

The business goal of this paper is to study which factors have a greater
impact on the diagnosis of lung cancer as well as to build a predictive system
for the early detection of this disease. DM provides the means to accurately
classify cases of lung cancer. In this paper, DMTs will be used to build models
capable of extracting relevant information from the data of inquired patients
in order to classify cases of lung cancer based on demographic facts, habits,
symptomatology, and clinical history.
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3.2 Data Understanding

The dataset used in this work contains 16 features and 309 instances [14]. Each
instance corresponds to a patient and contains the patient’s medical data. The
statistical data of the features can be consulted in Table 1.

Table 1. Statistical data of the features

Feature Description Min Max Mean Deviation Quantity

gender Patient gender (M = male,

F = female)

– – – – M (162)

F (147)

age Patient’s age in years 21 87 62.673 8.210 –

smoking Whether the patient

smokes or not (1 = No, 2

= Yes)

1 2 1.563 0.497 –

yellow fingers Whether the patient has

yellow fingers or not (1 =

No, 2 = Yes)

1 2 1.570 0.496 –

anxiety Whether the patient has

anxiety or not (1 = No, 2

= Yes)

1 2 1.498 0.501 –

peer pressure Whether the patient feels

peer pressure or not (1 =

No, 2 = Yes)

1 2 1.502 0.501 –

chronic disease Whether the patient has a

chronic disease or not (1 =

No, 2 = Yes)

1 2 1.505 0.501 –

fatigue Whether the patient has a

fatigue or not (1 = No, 2

= Yes)

1 2 1.673 0.470 –

allergy Whether the patient has

allergy or not (1 = No, 2

= Yes)

1 2 1.557 0.498 –

wheezing Whether the patient has

wheezing or not (1 = No, 2

= Yes)

1 2 1.557 0.498 –

alcohol consuming Whether the patient

consumes alcohol (1 = No,

2 = Yes)

1 2 1.557 0.498 –

coughing Whether the patient

coughs a lot (1 = No, 2 =

Yes)

1 2 1.579 0.494 –

shortness of breath Whether the patient feels

shortness of breath (1 =

No, 2 = Yes)

1 2 1.641 0.481 –

swallowing difficulty Whether the patient has

difficulty in swallowing (1

= No, 2 = Yes)

1 2 1.469 0.500 –

chest pain Whether the patient feels

chest pain or not (1 = No,

2 = Yes)

1 2 1.557 0.498 –

lung cancer The patient has lung

cancer (true, false)

– – – – YES

(270) NO

(39)
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Regarding the data, two features are demographic, namely gender and age,
and fourteen are binary and related to habits, symptomatology, and clinical
history of each patient. The features gender and lung cancer are polynomial
and the remaining are integer. As observed in Table 1, the youngest patient
is 21 years-old and the oldest is 87 years-old, with the average age being quite
high: 62.673 years-old. Of the remaining attributes it is possible to establish that
the most recurring features of the patients interviewed are: fatigue (1.673 mean
value) and shortness of breath (1.641 mean value). The least recurring features
are: anxiety (1.498 mean value) and swallowing difficulty (1.469 mean value).

As a classification problem, it was necessary to select a target, in this case,
the lung cancer attribute. Table 1 shows that, out of 309 interviewed patients,
270 have lung cancer, meaning an unbalanced distribution of the target classes.

3.3 Data Preparation

This stage of the CRISP-DM process is crucial to improve the performance of the
different Data Mining Models (DMM). It typically involves integrating, cleaning,
transforming, reducing, and sampling data [15].

First, an analysis of data inconsistencies was carried out. No missing values
were found. Regarding outlier values, the Detect Outlier (LOF) operator was
used, which identifies outliers based on local outlier factors (LOF). The opera-
tor has identified one instance as an outlier, the instance that corresponds to the
21-year-old participant. However, it was decided to keep it since this instance
was identified as an outlier only because of the age value, given that the average
age of the individuals in this dataset is approximately 63 years and the fact
that all the remaining attributes are binary. In addition, there were 33 duplicate
instances and, therefore, they were removed using the operator Remove Dupli-
cates. This operator removes duplicate instances by comparing all instances,
based on specific attributes, and only keeping one of all the duplicate instances.

Then, some data type conversions were performed, particularly in the gender
attribute and in the target class, lung cancer, which were converted from nominal
to numeric and from nominal to binominal, respectively.

In addition, a feature selection was made to determine the features that had
greater impact on the target attribute prediction and, consequently, to create
different scenarios based on that selection. In order to achieve this, four operators
were used: Weight by Information Gain, Weight by Chi Squared Statistic, Weight
by Gini Index, and Weight by Gain Ratio. Unexpectedly, gender, smoking, and
shortness of breath were considered, by all the criteria mentioned above, the
least relevant features for predicting the target attribute. These features were
followed by fatigue and yellow fingers.

Finally, as there were far more patients diagnosed with lung cancer (270)
than those not diagnosed with lung cancer (39), an oversampling method was
used in order to achieve a balanced distribution between the two classes. The
oversampling was performed using the SMOTE Upsampling operator, which
creates new instances for the minority class based on the k nearest neighbours.
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3.4 Modeling

After the Data Preparation, the data was finally ready to be used in the modeling
phase. In this step, several DMMs were developed according to the Eq. 1:

DMM = {A,S,DMT, SM,DA, T} (1)

Hence, each DMM can be described as belonging to an approach (A), being
composed by a data mining technique (DMT), a scenario (S), a sampling method
(SM), a data approach (DA) and a target (T).

As mentioned, classification was the chosen A and there was only a single
T, the lung cancer attribute. In addition, two DA were performed, namely, no
oversampling and oversampling using the SMOTE upsampling operator. Fur-
thermore, five DMT were performed namely SVM, k-NN, NB, DT, and NN.

In what concerns the SM, two different methods were used, namely, Cross
Validation with 10 folds and Split Validation, with 30% of the data used for
testing and the remaining 70% used for training. Split Validation differs from
Cross Validation because in the latter the dataset is split into k random folds
for which the model is tested using each fold throughout the k iterations. The
final value of accuracy is the mean value of each of these iterations.

Three different scenarios were created based on the feature weights: S1 -
All the attributes; S2 - All the attributes except smoking, shortness of breath,
and gender ; S3 - All the attributes except smoking, shortness of breath, gender,
fatigue, and yellow fingers

In total, 60 DMM were built in this study, as expressed in Eq. 2

DMM = {1(A) × 3(S) × 5(DMT ) × 2(SM) × 2(DA) × 1(T )} (2)

3.5 Evaluation

This study is a binary classification problem and thus, to evaluate the predictions
of each model, the chosen criteria were the confusion matrix and some evaluation
metrics derived from it. The confusion matrix is a predictive classification table,
which provides the number of True Negatives (TN), False Negatives (FN), False
Positives (FP) and True Positives (TP). These values were used to determine
the following evaluation metrics: Accuracy, Sensitivity, Specificity, and Precision,
which were calculated through Eqs. 3, 4, 5, and 6 respectively.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Sensitivity =
TP

TP + FN
(4)

Specificity =
TN

TN + FP
(5)

Precision =
TP

TP + FP
(6)
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Accuracy measures the model’s capability of correctly distinguishing the
patients with lung cancer and the patients without lung cancer. Sensitivity
measures the proportion of patients that have lung cancer that were correctly
identified as such by the model. On the other hand, Specificity measures the
proportion of patients without lung cancer that were correctly identified as such
by the model. Finally, Precision measures the proportion of patients who have
been labeled by the model has having lung cancer that actually have it.

Tables 2, 3, and 4 contain the best results obtained, with and without
SMOTE, for the S1, S2 and S3 scenarios, respectively.

Table 2. Best results for each DMM, with and without SMOTE, for S1

DMT SM DA Accuracy Sensitivity Specificity Precision

SVM Split Validation – 0.915 0.958 0.636 0.944

SVM Split Validation SMOTE 0.909 0.916 0.901 0.903

NN Cross Validation – 0.892 0.938 0.617 0.937

NN Cross Validation SMOTE 0.920 0.942 0.899 0.908

NB Cross Validation – 0.881 0.938 0.533 0.928

NB Cross Validation SMOTE 0.887 0.862 0.912 0.910

DT Cross Validation – 0.856 0.895 0.625 0.937

DT Cross Validation SMOTE 0.874 0.912 0.836 0.852

k-NN Cross Validation – 0.855 0.971 0.133 0.875

k-NN Cross Validation SMOTE 0.855 0.874 0.836 0.847

Table 3. Best results for each DMM, with and without SMOTE, for S2

DMT SM DA Accuracy Sensitivity Specificity Precision

SVM Cross Validation – 0.899 0.950 0.583 0.936

SVM Cross Validation SMOTE 0.918 0.928 0.908 0.910

NN Split Validation – 0.842 0.859 0.727 0.953

NN Split Validation SMOTE 0.930 0.958 0.901 0.907

NB Cross Validation – 0.885 0.942 0.533 0.928

NB Cross Validation SMOTE 0.870 0.835 0.903 0.895

DT Cross Validation – 0.852 0.900 0.567 0.929

DT Cross Validation SMOTE 0.918 0.950 0.886 0.894

k-NN Split Validation – 0.878 0.944 0.455 0.918

k-NN Split Validation SMOTE 0.901 0.958 0.845 0.861
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4 Discussion

Analyzing the results obtained, it can be observed that there are very low Speci-
ficity values when oversampling is not applied, although at first sight it may
appear that models with good performance have been obtained as the other
evaluation metrics have achieved good performance values. This is due to the
imbalance in the distribution of the target attribute, since the models created
are unable to distinguish between the two classes, and can only classify cases of
the majority class (patients with lung cancer), resulting in low specificity values
that, as mentioned above, refer to the proportion of patients without lung cancer
that were correctly identified as such. Hence, when using oversampling, in par-
ticular the SMOTE Upsampling technique, it was possible to obtain Specificity
values higher than 90% for some models, which could not be achieved without
applying oversampling.

Table 4. Best results for each DMM, with and without SMOTE, for S3

DMT SM DA Accuracy Sensitivity Specificity Precision

SVM Cross Validation – 0.885 0.958 0.433 0.913

SVM Cross Validation SMOTE 0.857 0.887 0.827 0.841

NN Cross Validation – 0.896 0.946 0.592 0.934

NN Cross Validation SMOTE 0.914 0.937 0.890 0.902

NB Cross Validation – 0.878 0.934 0.533 0.927

NB Cross Validation SMOTE 0.849 0.828 0.870 0.870

DT Cross Validation – 0.860 0.900 0.617 0.937

DT Cross Validation SMOTE 0.885 0.891 0.879 0.893

k-NN Cross Validation – 0.826 0.933 0.150 0.874

k-NN Cross Validation SMOTE 0.838 0.857 0.819 0.834

As expected, in general, the models that used Cross Validation as SM
achieved better results than those that used Split Validation because the for-
mer uses all data for training, while the latter uses only a certain percentage,
and algorithms are known to learn more effectively when using more data for
training.

Regarding the different scenarios, it can be concluded that the worst results
were achieved when the S3 scenario was used. Although the results obtained for
the S2 and S1 scenarios are very similar, it can be seen that, in general, the
DMMs using the S2 scenario had slightly better results.

As far as DMTs are concerned, overall, all algorithms achieved good perfor-
mance and there are no striking differences between the results obtained for the
different evaluation metrics. Nonetheless, it can be observed that the algorithms
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with the best results were NN and SVM. In turn, although it has also achieved
a satisfactory performance, the technique with the worst results was k-NN.

In order to choose the best model, a threshold has been established. The
threshold combines the four evaluation metrics, but since this problem fits into
the scope of medical diagnosis and the consequences that could arise from the
existence of FN, Sensitivity was the prioritized metric. Accordingly, the threshold
was set at Sensitivity values equal or greater than 93% and Accuracy, Precision,
and Specificity values equal or greater than 85%. Table 5 exhibits the models
that achieved the threshold previously defined by their ranking order.

Table 5. DMM that achieved a performance within the defined threshold

DMT S SM Accuracy Sensitivity Specificity Precision

NN S2 Split Validation 0.930 0.958 0.901 0.907

NN S2 Cross Validation 0.926 0.950 0.903 0.910

DT S2 Cross Validation 0.918 0.950 0.886 0.894

NN S1 Cross Validation 0.920 0.942 0.899 0.908

NN S3 Cross Validation 0.914 0.937 0.890 0.902

NN S1 Split Validation 0.916 0.944 0.887 0.893

By analyzing Table 5, it can be concluded that most DMMs, about 66.67%,
use cross validation as sampling method. In addition, 50% of the best-performing
models used the S2 scenario, 33.33% used the S1 scenario, and only 16.67% used
the S3 scenario. Finally, with respect to the different DMTs used in this study, it
is observed that, besides one DMM that used the DT algorithm, the rest of the
models, approximately 83.33%, used the NN algorithm. Thus, it is possible to
claim that the most suitable model, from all the 60 induced models, is DMM =
{Classification, S2, NN, Split Validation, Oversampling (SMOTE), lung cancer},
achieving approximately 93% of accuracy, 96% of sensitivity, 90% of specificity
and 91% of precision.

5 Conclusion

In this study, a DM process was performed with the goal to build an accurate
DMM able to predict whether patients have lung cancer or not. Three scenarios
were tested, along with five DMT and two SM. All DMM achieved an accuracy
greater than 82%. The DMM with the best performance is characterized by a
classification approach, the scenario that removes the three features with the
least weight on the target attribute prediction according to the Information
Gain, Gain Ratio, Gini Index and Chi Squared criteria (S2), the NN algorithm,
the Split Validation method and the SMOTE Upsampling technique. The best
metric combination achieved was an accuracy of 93.0%, a specificity of 90.1%, a
precision of 90.7% and a sensitivity of 95.8%.
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Considering the proposed business goal, this study presented promising
results. However, for the model to be implemented in a clinical environment
and to be able to successfully assist health professionals in their decision-making,
some improvements and further testing are required. In the future, a larger num-
ber of cases should be studied by integrating new data in the dataset to obtain a
balanced distribution between patients diagnosed with lung cancer and patients
without lung cancer. New features should be added and the correlation between
them could also be analysed. Also, different scenarios and different DMTs, such
as Random Forest, could be applied to improve the model’s performance and
the reliability of the results.
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Abstract. The field of health care began to benefit from devices and solutions
provided by both small companies and passionate entrepreneurs developing inno-
vative solutions to modern problems. Therefore, we can know witness an increase
in the number of engineering solutions that come to the aid of healthcare profes-
sional not only with diagnosing but also providing assistance for medical proce-
dures. In this paper, we look at one such solution – specifically, a project consisting
of developing a wearable device that helps identify when a person is experiencing
burnout symptoms and providing useful feedback. The wearable device offers a
new “sense”, but the person must close the loop and take action with the help
of the specialist based on knowledge of coping strategies (cognitive and emo-
tional) in a person-centered approach. In this paper, we looked not only at the
device, that is subject of a patent [1], and its capabilities, presented by test results
on the developed prototype, but also at its development process in order to help
understand what can be improved and how it can become a feasible option for
a marketplace, using a model based on a version of the QFD (Quality Function
Deployment) method that integrates Agile practices andworkflows formonitoring
the development process and measuring the outputs.

Keywords: Health · Device · Product development · Agile · QFD

1 Introduction

1.1 Research Context

The research places itself in the context of this Agile framework by analyzing the pos-
sibility of implementing a development approach that fits the requirements of a project
concerned with the creation of a wearable device for health monitoring and detection
of burnout symptoms, which also integrates an alerting component to help the wearer
understand what actions need to be taken in order to reduce his/her stress levels and
prevent the offset of burnout.

The research is integrated into the unfortunate present trend of increased work-
related stress that end up in too many cases of burnout. Concentrated efforts worldwide
to include burnout in the category of occupational diseases are evidence of the increased
attention paid to this syndrome. The world is “flooded” with wearable devices for health
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monitoring, and in this context the proposed prototype comes as a viable solution for a
one-time problem that is vital to solve.

For a while, startup companies and small companies began entering the health and
medicine field, providing products and solutions to professionals and organizations in
the field. These companies typically offer niche products and/or services and specialize
in providing solutions to fit specific requirements.

This can prove to be a very valuable contribution since most of the startups enter
these markets with innovative products and/or services most of the time. One aspect
however that must be taken into account is the reliability of the solutions offered by
these companies and even more so, their ability of meeting customer expectations given
the constraints regarding the delivery times and the availability of resources.

1.2 Theoretical Background

Since its inception [2], a large number of companies from the software development
industry have adopted Agile as an alternative to the traditional development methods [3]
due to the increased flexibility of Agile among other added benefits [2, 3].

The Agile approach implies extensive collaboration [4], working software over com-
prehensive documentation, customer collaboration and adaptability to changes in cus-
tomer requirements [5].All these havemadeAgile suitable to be adopted inmost software
development processes and, combined with other management tools, in the new inno-
vative dynamic business world of today that deals with many projects which include
software but are beyond just software. Recently, many researchers and also practitioners
in the field of product development, have explored the necessity of quality management
in an agile world.

The first assumption of the research based on the review of literature and the results of
our previous research [6] that led to the research questions was related to the usefulness
of QFD in an Agile approach to innovative hardware-software product development.
Even if there is a temptation to treat the Agile manifesto as a holder of the absolute
truth, we must be aware that Agile in practice has evolved. And without entering debates
on which came first: Agile or Scrum and whether or not Scrum is Agile, the second
assumption of the research is that Scrum is considered an agile framework for developing
hardware-software products.

The Scrum as a framework of Agile offers, besides its traditional usage in software
development, the simplicity of dealing with unpredictability and solving complex prob-
lems, with respect for people and self-organization and also the strictness brought by
time-boxed events, or sprints, managed by the Scrum team (Product Owner PO, Scrum
Master SM, and Development Team DT).

Scrum is a framework for complex, adaptive problems, that only prescribes what
the teams should do, but not how they should do it. Regarding software development
teams, it was proved that each team can find its own way to make the Scrum framework
work for them in order to reduce the risk of complex work, start delivering value to their
stakeholders faster, and become more responsive. Regarding mixed hardware-software
development teams, there were signaled problems regarding the synchronization, cor-
relation and integration between the hardware and the software parts at the Scrum team
level.
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Using the model [6] based on the modified QFD method allows the quantification
of the impact of modifications at any point with the help of the computed index (offset),
representing the percentage of accomplishment for the product at the current moment.
These modifications can have significant implication, especially when some constraints
exist (time, fitting into a budget or the availability of the human resource), by introducing
some risks thatmust be known andmanaged properly in order to not jeopardize obtaining
the new product.

1.3 Short Literature Review

This section is dedicated to the description of the tool used to develop the research, that
is based on the Quality Function Deployment (QFD)method that was previously applied
in many fields.

The role of qualitymodels andmethods in today’s companies and agile companies has
been noted, studies showing that more companies are becoming aware of these aspects
and are looking for ways of integrating quality management methods, models and tools
for various reasons. Amongst the many quality management resources available, the
method known as QFD has been studied and applied in Agile contexts significantly
more frequent than the others, with research analyzing how agility and innovation can
be achieved through QFD [7, 8], how QFD can complement agile practices [9, 10], QFD
as part of a model for e-CRM framework assessment in agile manufacturing [11], QFD
as an approach to achieving agility with the help of fuzzy logic [12], and as an enabler
for the implementation of Leagile Supply ChainManagement [13], for the correlation of
Customer-SpecificRequirements and System-Inherent Characteristics [14], as a solution
for sustainable supply chainmanagement [15], as amodifiedmodel for riskmanagement
in accordance to the ISOstandards [16], as awayof improving requirementsmanagement
in order to obtain better estimates [17] and applying in the development lifecycle of
software products [18].

2 Materials and Methods

The research question that has been asked in the study was:
RQ. Is any Agile framework to be used for developing innovative products that

require tight integration of hardware and software components?
In the context of the undertaken research, to answer the research question, the used

model based on QFD plays the role of a canvas for structuring the elements specific to
Agile, specifically the Scrum framework. Scrum shows what is going on in the devel-
opment process, but it needs to be enriched with the knowledge provided by the use of
other methods and tools in order to deliver the most value in the new product developed.
To be sure that the highest possible value product it is delivered, in the Scrum framework
the QFD quality management method is embedded, that, as highlighted in the literature
review, proved to be a useful method for different types of product development. The
role of QFD is to convert the Scrum specificities into a quantifiable form, that is sig-
nificant and gives a measure of the current state of the product development process, a
“snapshot” of the product at any moment.
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The research direction (RD) explored is to apply the model, based on the SCRUM
framework of the Agile approach and the QFD method of the quality management in
the development process for innovative hardware-software products intrinsically mixing
the values brought by both Agile and quality management.

The scope of the research is to demonstrate the usefulness of the proposed model for
new/innovative products development and illustrate the application on a case study of a
mixed hardware-software product, namely a burnout estimation and alarming wearable
device (Fig. 1).

Fig. 1. The research methodology

The model integrates a series of principles, methodologies, concepts and ideas, such
as: QFD method, Scrum framework.

The QFD method was mostly applied for iterative product improvement, based on
the voice of the customer. But, in case of a new innovative product, it’s more difficult to
fully articulate the voice of the customer and what is already known about the customer,
its needs and preferences can prove to be of great value. This shortcoming is resolved
thought the introduction of the Agile manifesto principles based on changing require-
ments but stable architecture based on a number ofwell-defined interconnectedmatrixes,
which offers, though the help of an index [16] the possibility of measuring the degree
of product accomplishment, from the standpoint of the development team (expressed as
how much work has been completed) as well as from the customer’s perspective (how
much product functionality can be seen).

As a research method we use the case study approach on the burnout estimation and
alarming device. This is a device that combines elements of hardware, like sensors and
microcontrollers as electronic design, shape and materials as mechanical design with
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elements of software, like microcontroller program for physiological data measurement,
interpretation and alarming and server program for device setup and data communication
[19]. In order to prevent problems that could emerge from hardware-software integration
all the sensors data acquisition requires testing in every step, like hardware connection,
data communication, data validation, data storage and data interpretation. Another big
issue to consider is related to the mechanical design in order to make a good miniatur-
ization of the electronic part but still ensure enough space for the entire software that
estimates and alarms regarding the burnout state and also obtain a device that is easy
and nice to wear.

The model is implemented starting with understanding and describing the customer
requirements or needs. Since the model is based on the Scrum framework, the require-
ments take the form of User Stories (US). The next step is establishing the degree of
importance for eachUS for the customer, andprioritizing the completion of those require-
ments that would bring the customer themost satisfaction. Based on this, the PO together
with the SMwill decide the order and the timeframe for the customer requirements, along
with what tasks those requirements imply. From here on, the SM will establish together
with the DT how difficult each of the tasks is, and who is responsible for the completion
of the tasks, along with the associated timeframe for each task. This information will
then be used as inputs for the model in order to determine how much of a US a task is
covering and even more, in order to estimate how much work can be achieved and how
that will be translated in terms of visible functionality that the customer can experience.

The model can be applied within the innovation departments of companies, as well
as in the case of startups, and it is applicable for any kind of hardware-software product.

3 Agile Based Model Application for Product Development

We synthetized in Fig. 2 the model application for the case of the burnout wearable. For
the presented project, a number of eight US have been established for the epic which
had the goal of building a wearable device that would met the following requirements:
monitor and display the user health status (US1); display the status in an intuitive way,
by using a color-coded system (US1); assuring the confidentiality of the gathered user
data (US2); having an alarming system to inform the user that some action is required
regarding his state (US3); having personalization options in order to fit customer pref-
erences (US4); being easy to wear (US5) and resistant to wear and tear (US6); having a
long functioning time between charges (US7) and charging rapidly (US8).

Each of the US was graded on a scale from 1 to 10 for its importance in the customer
requirements and had one or more tasks that required completion in order to consider it
done.

TheUS degree of importance and the number of tasks required for eachUS have been
established by the development team together with the customer, and can be observed
in US matrix.

After establishing the US and their degree of importance, the development team had
to establish the tasks that were required for each US (US1:8 tasks, US2:3 tasks, US 3:2,
US4:3, US5:3, US6:1, US7:2, US8:2) with their degree of difficulty – presented in T
matrix and the interrelationship between these tasks TT matrix.
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Fig. 2. Results of the Agile based model application for product development

The tasks interrelationship matrix highlights the tasks dependencies, with the role
of alerting the development team if one or more tasks cannot be completed unless other
tasks are completed first. This information is also useful for calculating the Offset
indicator value in order to determine which tasks should be considered top priority and
be completed so to optimize the development process and to prevent work bottlenecks.
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The next step after establishing the US, the tasks required for the completion of each
US and the task interdependencies, was the creation of the IUTmatrix, which highlights
howmuch a task contributes to the completion of a US (this is expressed in percentages).

In the IUT matrix for the project can be observed that for most US, except for
US6, a number of at least two tasks contribute to their completion. Another thing that
can be observed is that US1 is the most complex, and it requires the most tasks for its
completion.

Based on this input data, and after establishing the time constraint of the project, a
unanimous decision of dividing the work in 7 sprints of 8 days each (covering 56 days for
the development of the first epic) has been reached. The decision to divide the tasks and
US in short iterative development periods with an output at the end of each iteration has
been made in accordance to Agile principles that encourage rapid and iterative releases.

The expected growth rate of the project completion has been established with the
help of the offset indicator between 2 consecutive sprints and has been set as at least
12.5% increase per iteration. The results of the expected growth rate are shown in Fig. 2.
As it can be observed the project was expected to be half done by the end of the third
sprint, and each iteration has a growth rate of at least 12.5% as established.

An algorithm for automatic task division into sprint has been used in order to optimize
the decision-making process of selecting the task or tasks that would be best to be
completed for each iteration/sprint. The algorithm is subject to a patent registered with
the Romanian State Office for Inventions and Trademarks (OSIM) [19] and is using the
data about the tasks (in terms of natural order of completion, interdependency, and task
difficulty) to assign the tasks that are essential for completion in each sprint.

The results of applying the algorithm with the help of MatLab environment were as
follows: First sprint: tasks - 1, 2, 3, 4, 5 and 9; Second sprint: tasks - 6 and 10; Third
sprint: task 14; Fourth sprint: task 8; Fifth sprint: tasks 7 and 12; Sixth sprint: task 15;
Seventh sprint: tasks 11 and 13.

The average growth rate for each sprint was 14.28% with higher values in the case
of the first couple of sprints and lower values towards the end, but cumulating a value of
100% at the end of the last sprint. The growth of the offset indicator value is graphically
represented in Fig. 2.

4 Test Results on the Developed Prototype

The Neural Network training [20] was performed using data collected from 30 subjects
over the period of one month, data being monitored and interpreted by a psychologist
to ensure the consistency of the resulting system. Then, the Neural network integrated
in the prototype developed around the Teensy 4.1 system was tested on 5 subjects. Of
these, one subject registered a level of burnout higher than 75%, one subject was in the
(50–75)% range and the others had a level that was lower than 50% (Fig. 3).

A demonstration of the operation of the system for the possible combinations of the
pulse (HR) in (84–98) bps spectra and oximetry (SpO2) in (96–92)% can be observed
in Fig. 4.

As can be seen, there is a directly proportional dependence between pulse and burnout
level and inversely proportional dependence between oximetry and burnout. As the
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Fig. 3. a) Prototype block diagram; b) System simulation diagram.

Fig. 4. Simulation results

oximetry decreases, smaller burnout variation is obtained over the same pulse variation
interval, but with limit values that indicate high levels of burnout.

5 Conclusions and Discussions

Thus, the proposed model was implemented in the development process of a wearable
device that monitors the wearer for signs of burnout and alerts the latter if and when
action is required. The model followed the development period of the first epic, which
contained a total of eight US and 15 tasks. Applying the model allowed the development
team to sketch a clear path to be followed based not only on their previous experience
but also taking into account the customer preferences and the complexity of the project
and that of the tasks involved in the development of the product.

The paper shows how the project is carried out, highlighting the functionality of the
product that can be delivered through the offset values calculated at the level of each sprint
until the final product is obtained, when the offset is 100% and all the characteristics
necessary for a correct final functionality have been included.
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Thus, testing on the 5 subjects showed that the ANN system was well trained based
on data from the 30 subjects, so that it provides burnout levels across the spectrum from
0 to 100% based on pulse and oximetry measurements.

The system was developed and tested only on subjects in the field of education, that
represents for now a limitation of the research. In order to apply the system for other
categories it requires a rigorous testing and possibly a retraining of the network using
the same protocol. For this reason, the current and future work is focused on establishing
a larger target group and gathering data from this group in order to further customize
the network and achieve a general-use burnout estimation device.
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Abstract. This study proposes the creation of a software capa-
ble of adapting sounds generated by a smartphone to an inten-
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11 participants and the results are presented in this work.
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1 Introduction

In the area of Physics, sound is defined as a mechanical wave. This wave as
far as it is concerned is defined by vibrations propagated in space. Thus, every
sound generates a vibration in the medium through which it propagates, but not
every vibration produces audible sound for the human being. For example, it is
possible to know that when the intensity (dB) of the sound is low, it is difficult
to hear [12].

The human ear also perceives the frequency at which the sound vibrates to
certain limits. Frequencies 20 Hz and above 20 kHz are inaudible to humans.
That is why it is said that the frequency range audible to man is that between
20 and 20,000 Hz [12].

Over time, this capacity deteriorates, a process resulting from physiological
degeneration caused by exposure to noise, ototoxic agents and damage caused by
disorders and medical treatments [7]. In some cases it is possible to be born with
problems or to develop them to the point of losing hearing completely. There
are tests that measure this loss accurately and display this information with
an audiogram, relating the individual’s minimum audible intensity to frequency
ranges [1].

This study proposes the development of a software that’s able to adapt sounds
emitted in a smartphone to an audible intensity range according to the user’s
needs.

The proposed software for individuals with hearing loss, if eventually devel-
oped to a stable point of usability, may, in addition to encouraging greater dig-
ital inclusion, also bring a better quality of everyday life for users. Focusing on
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
Á. Rocha et al. (Eds.): WorldCIST 2021, AISC 1365, pp. 532–543, 2021.
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meeting the needs of people with hearing loss in mild to severe stages, excluding
profound or total loss [2].

Once the prototype was done, usability tests were carried out with 11 people
and the results are show in this article. The article is structured as explained
below:

– Section 2: Theoretical foundation, necessary for the understanding of the
other chapters.

– Section 3: Software development.
– Section 4: Tests Methodology which addresses which public, how it was tested

and what risks did it present to the user.
– Section 5 the presentation and discussion of data obtained during the tests.
– Section 6 the conclusion based on the results presented.

2 Hearing Loss

Hearing is one of the pillars of human social interaction, directly impacting
how we understand ourselves and how we make ourselves understood. Some of
the potential consequences of losing this essential element of the communicative
process are: absence from work, resignations, difficulties in acceptance, discrim-
ination and shame [9], which can lead to social exclusion, isolation and even
depression [11].

Hearing loss occurs due to countless reasons, and is very present in everyday
life. Noise in a work environment is considered the most common harmful phys-
ical agent in hearing loss. In a survey with a heterogeneous sample of data, it
was found that around 60% of workers exposed to noise and tinnitus had their
hearing capacity affected [6].

In another study, it was found that approximately 104 million people in the
United States are exposed to noise levels that can damage their hearing, and 1
in 4 adults suffer from hearing loss due to it [3].

Time is also a cause of hearing loss. The percentage of the population with
communication difficulties is progressively increased by age. And based on Brazil-
ian studies, it was revealed that around 60% of the elderly population residing
in Brazil is affected by hearing loss [7].

In 2018, 28 million elderly people were accounted for in the Brazilian popula-
tion, representing 13% of the country’s population. Percentage which according
to the Population Projection tends to double in the coming decades [10], poten-
tially meaning that around 16 million elderly people are affected by hearing
problems.

Hearing loss means a lot in the social life of those affected and although in
Brazil there are laws that guarantee social inclusion, there is still a lot of prej-
udice and discriminatory attitudes towards people with a disability. There are
personal reports that approach treatment differently from the disabled, causing
discomfort and shame of the condition, which in many cases end up leading to
social and even professional distance [9].
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2.1 Rehabilitation of Hearing Loss

Hearing rehabilitation aims to develop the auditory skills acquired or not after
being lost by the hearing impaired. The work is done mainly by the training of
detection, discrimination, recognition and understanding of sounds, with the aid
of devices that can amplify sounds. This procedure should only start after the
diagnosis of hearing loss by a doctor and consultation with a speech therapist,
who will analyze the patient’s hearing loss and recommend the ideal model for
each case [8].

The rehabilitation of hearing capacity is therefore an attempt to bring the
impaired individual back to a common routine, allowing and effecting their social
insertion. In cases of hearing loss at non-permanent levels, there is even the
possibility of reducing the existing loss [5,11].

The greatest difficulties reported in this process are usually found in the
digital environment, such as using the phone, listening to the radio or television,
even when the patient is wearing a prosthesis, which may be related to the fact
that in the digital environment it is not possible to establish direct contact,
making it difficult if not impossible to read lips and expressions [4].

3 Software Development

3.1 Requirement Analysis

– The software must accept any kind of sound file.
– The software must boost the intensity of the sound.
– The user must have access to his audio files.
– The user must be able to control the intensity boost.
– Must be intuitive.
– Must work with the Operational System to assure usability.
– Has no needs of internet connection to work.

3.2 Project

In the software development the integrated development environment chosen
was Xcode1, using Swift Language and AudioKit2, an open source framework of
sound processing.

3.3 Implementation

The software implementation consists of an application developed for the iOS
platform; its execution is completely transparent to the user and is integrated
with the operating system. The following minimum requirements for its correct
operation were considered: an iPhone with an operating system iOS 14.0 or
higher and the installation of the application.

To use the app, all the user has to do is select an audio to start the interaction,
which can be done:
1 https://developer.apple.com/xcode/.
2 https://audiokit.io.

https://developer.apple.com/xcode/
https://audiokit.io
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– Forwarding any file through the Operational System (Fig. 1).
– Opening the app and selecting an audio in the list of files (Fig. 2).
– Opening the app and selecting an audio from the recent file (Fig. 3).

Fig. 1. Forwarding audio

Fig. 2. File browsing
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Fig. 3. Recents audios

Once selected, it opens a slider for the user to control the boost (Fig. 4).

Fig. 4. Audio playing with intensity control slider
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4 Usability Tests

4.1 Participants

The study participants were 11 people over the age of 18, who suffer from hear-
ing loss, through the criteria for recruiting participants for convenience. Thus,
inclusion criteria were being 18 years of age or older, of both sexes, with hearing
loss. Exclusion criteria for the study were to present profound or total deafness,
to be illiterate or not to have an iPhone smartphone.

Respecting all ethical precepts, after approval by the institution’s ethics com-
mittee (approval number CAAE 37127820.6.0000.0084), all participants com-
plied with the informed consent form, through their acceptance via website. Due
to the Covid-19 pandemic, the tests were carried out online, in order not to
compromise the physical integrity of the participants.

4.2 Location

The research’s location was carried out was in the participant’s residence or
other place of convenience due to the restrictions of social isolation.

4.3 Procedures

Having chosen to participate in the research, in a quiet environment, the partic-
ipant should, using an iPhone smartphone, click on a hyperlink that was made
available to him to automatically download the Audite application.

For about 15 min, the participant performed some proposed tasks, in a single
session.

The tasks to be performed by the research participant were:

1) Install the software through TestFlight.
2) Select an audio in the device to check if the system can identify audio files.
3) Forward an audio received in another app directly to Audite.
4) Modify the intensity boost of a sequence of prerecorded audios selected to

test the efficiency of the software.

In order for the participant to be able to perform these tasks, if he decides
to participate in the research, a short tutorial on how to perform the tasks was
also sent.

As soon as he finished, he was asked to answer a very simple and quick form
with the following questions:

– Age
– Biological sex
– Stage of hearing loss
– App familiarity
– I’d like to use this product in everyday life
– I heard better thanks to the app
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– The interaction of the software was clear
– I had to learn new things to use the system
– What you liked the most?
– What you disliked?
– What could’ve been better?

4.4 Risks and Benefits

The research brings minimal risks to the research participants, which correspond
to the inherent fatigue of using a software. Although the estimated time for using
and answering the form should not exceed 20 min, if the participant feels tired,
the test can be paused. If he wishes to continue at another time, it will be
possible to resume; otherwise, the test may be canceled, without prejudice to
the participant.

On the other hand, the direct benefits of this research to the participant, are
that the experience is expected to be useful to the user so that its use is beneficial
in their daily lives. For society, the proposed adaptation software for individuals
with hearing loss, if eventually developed to a stable point of usability, may,
in addition to encourage greater digital inclusion, also bring a better quality of
everyday life for users, focusing on meet the needs of people with hearing loss in
mild to severe stages, excluding profound or total loss.

5 Results and Discussions

5.1 Interviews with Speech Therapists

Once the prototype was ready, 3 meetings were held with speech therapists to
certify that the application would be beneficial to the user. The following positive
points were raised:

– The application cannot be harmful to hearing due to the limitation of the cell
phone.

– It should work well specially for people who are losing their hearing but still
not enough for a hearing aid.

– Seems easy to use for the everyday user.
– The interaction is simple.
– Works with other apps like WhatsApp

Among the negative points raised by the professionals are:

– Should not exceed 120 dB for users with headphones.
– Whether it was dangerous for the user to keep using the app instead of looking

for help.
– Whether the app could reach all the categories of hearing loss.
– Whether it is intuitive enough for the elderly people.

Due to these points, a second version of the prototype had already begun to
take shape:
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– Implement an audio lock tot be sure no audio goes over 120 dB.
– Alert the user when he’s using the app too frequently to look for a doctor.
– Rethink the design and user experience and develop an tutorial of how to use

the app.

5.2 Results of the Tests

The tests were carried out with a group of 11 participants, composed of men
and women, from 22 to 78 years old. At the end of each test, 11 questions were
asked users that could be answered by:

– Selecting an option (biological sex and stage of hearing loss).
– Rating from 1 to 5 stars.
– Writing.

Quantitative Data. When asked about the interaction with the software and
the need for learning, four showed that they needed assistance to understand
and learn how to use the application, as shown in Fig. 5.

Fig. 5. Usability graph
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According to the results found in Fig. 5, it is clear that those people who
needed to learn less to use the software considered the interaction with the
software more clear. This is quite reasonable, as users do not like having to learn
to use an application, especially when it comes to the elderly audience that is
less digitally included.

On the other hand, the data about the quality of the experience and intention
of use show great acceptance of the product (Fig. 6).

Fig. 6. Opinion graph

Now about the results presented in Fig. 6, it can be seen that the application
in question had a high degree of approval from the 11 participants, both in
relation to the motivation to use it again and to its effectiveness, that is, they
were able to better hear the audio when they used the application. Only 1 of
the participants did not give a maximum score for these two items, and even so,
80% of satisfaction.

Qualitative Data. The following are the written responses that users have
answered about the application (Table 1).
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Table 1. Written answers (these were originally written in portuguese, and translated
for this submission)

Age Degree of

hearing loss

What you liked the

most?

What you disliked? What could’ve been

better?

22 Moderate The clear difference

that the audio gets

easier to hear with the

app. It’s a very good

and important idea

Not a clear path inside

the app

Could’ve instructions

inside the app to help

out the user

25 Mild I was able to forward

an audio from

WhatsApp

The silent mode got in

the way, since I always

use my phone on silent

The sound should’ve

worked even in silent

mode

28 Moderate Impossible to

understand the male’s

and female’s voice

without the app!

I liked everything The app itself doesn’t

need to improve,

although iOS in

general needs to be

louder!

74 Mild Hearing with more

clarity

I didn’t understand

how to use it at

firsthand

Should be simpler and

easier to access

64 Moderate It improved my

hearing and

understanding

It has to be on iPhone Have a tutorial

67 Harsh Of the proposition of

the app. It helps to

hear everything clearer

Nothing I didn’t find it easy to

use

48 I don’t

know/would

rather not say

The efficiency of

upgrading the quality

of the sound

Restrict access to iOS I can’t tell

64 I don’t

know/would

rather not say

The objective of

everyday use

Nothing Open use for Android

71 Moderate Hearing better I should be able to

boost even more than

50 dB

Increase even more the

volume

59 Mild The innovative idea The difficulty of

understanding the use

Be easier for those

who are not used to

technology

78 Moderate The everyday use case

and integration to

other apps

Small sound sample to

be tested

Be available on

Android and with no

boost limit

Analyzing the results presented in Table 1, it can be said of the 11 research
participants, the strongest point of the research is consistent with the main objec-
tive, which is the improvement of the perception/understanding of the audio by
the participants who have hearing problems. As weaknesses of the application,
the participants brought, they are related to the difficulty in using the applica-
tion, mainly because it is limited to the iPhone. And finally, possible improve-
ments are: being available for Android system and improving usability for those
who know little about technology.
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6 Conclusion

This work presented the use of amplification of sound intensity in an application
for iOS smartphones as assistive technology to assist people with hearing loss.

The limitations of this work were mainly due to the choice of the smartphone
system, which does not allow the developer to have control over the audio played
on the device at all times. Restricting the scope of the project to work only with
audio files, making it impossible to access calls, streaming systems, and among
other forms of consumption of sound media. In addition to these, there was also
the limitation of the pandemic, which limited the amount and monitoring of
tests, restricting the public to users already iOS.

According to the tests presented, it can be concluded, for these participants
that there is a market search for this product, the proposal is solid for everyday
life and improves the quality and understanding of the sound for users, proving
to be beneficial.

As future work, there’s the possibility to redo the prototype design, create a
tutorial so that the path to the application is clear and easy to use and under-
stand, as well as guarantee its operation outside the iPhone’s silent mode, and
a version Android to serve all audiences. Ideally, this project serves as a proof
of concept so that in the future the operating systems themselves already han-
dle this type of facility for the user, ensuring a more complete and comfortable
experience.
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63–68 (2006)

7. dos Santos Baraldi, G., de Almeida, L.C., de Carvalho Borges, A.C.: Evolução da
perda auditiva no decorrer do envelhecimento. Assoc. Brasileira Otorrinolaringol.
Cirurgia Cérvico-Facial 73(1), 64–70 (2007)

8. Fonseca, C.: Reabilitação Auditiva: entenda a importância de tratar a perda audi-
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Abstract. Background: Predicting blood glucose present commonly many chal-
lenges when the designed models are tested under different contexts. Ensemble
methods are a set of learning algorithms that have been successfully used in many
medical fields to improve the prediction accuracy. This paper aims to review the
typology of ensembles used in literature to predict blood glucose.

Methods: 32 papers published between 2000 and 2020 in 6 digital libraries
were selected and reviewed with regard to: years and publication sources,
integrated factors and data sources used to collect the data and types of ensembles.

Results: This review results found that this research topic is still recent but is
gaining a growing interest in the last years. Ensemble models used often blood
glucose, insulin, diet and exercise as input to predict blood glucose. Moreover,
both homogeneous and heterogeneous ensembles have been investigated.

Conclusions: An increasing interest have been devoted to blood glucose pre-
diction using ensemble methods during the last decade. Several gaps regarding
the design of the reviewed ensembles and the data collection process have been
identified and recommendations have been formulated in this direction.

Keywords: Blood glucose prediction · Ensemble methods · Homogeneous
ensembles · Heterogeneous ensembles

1 Introduction

Diabetes is a chronic disease caused by a disorder in glucose and insulin metabolism
leading to abnormal blood glucose levels (BGL) [1]. When it is not well managed, dia-
betic patients could face higher risks of complications including cardiovascular diseases,
kidney damage, coma, or even death [2, 3].

Diabetic patients need to recurrently measure their BGL to maintain a good control
of their glycaemia using either Continuous Glucose Monitoring Sensors (CGMS) or
manual sticks [4]. Predicting BGL can assist patients to regulate their glycaemia and
avoid hyper- and hypo-glycemic episodes [5].

To predict BGL, Machine Learning (ML) techniques have become widely used in
data mining problems [6]. However, due to the complexity of BGL dynamics, using a
single technique to predict BGL might not provide accurate values and doesn’t capture
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in general intra- and inter-patients changes [7]. Ensemble methods are learning algo-
rithms that aggregate multiple ML techniques into one predictive model using specific
combination rules. This process helps to reach higher accuracy and to achieve a bet-
ter variance/bias trade-off [8]. These techniques have been successfully used in many
eHealth fields including cardiology, oncology and endocrinology [9–11].

The aim of this paper is to present a systematic mapping study (SMS) to identify
and analyze the typology of ensembles adopted in literature to predict BGL. 32 papers
published between 2000 and November 2020 were identified by searching in 6 digital
databases. The selected studies were discussed through answering 3Mapping Questions
(MQs) with respect to: 1) year and source of publication, 2) incorporated inputs and data
sources used to collect the information, 3) adopted ensemble types.

The rest of the paper is organized as follows: Sect. 2 highlights the related work.
Section 3 describes the research methodology. Section 4 reports the results which are
discussed in Sect. 5. Conclusion and study implications are reported in Sect. 6.

2 Related Work

Several ML techniques have been investigated in the literature to predict BGL in dia-
betic patients including Artificial Neural Networks (ANN), Support Vector Regression
(SVR) and Genetic Programming [7]. Many reviews have also been published to assess
data mining techniques and ML approaches in diabetes self-management and BGL pre-
diction. Woldaregay et al. [7] conducted a literature review regarding blood glucose
prediction using ML strategies in type 1 diabetes. El Idrissi et al. [12, 13] performed
a systematic mapping and review study on the use of predictive techniques in diabetes
self-management. Kavakiotis et al. [14] conducted a systematic review of the applica-
tions of ML and data mining methods in diabetes research. Moreover, Oviedo et al. [15]
presented a methodological review of models for predicting BGL.

3 Research Methodology

This SMS adopted the guidelines suggested by Kitchenham and Charters [16] and
Petersen et al. [17]. The systematic map process consists of five steps: (1) mapping ques-
tions, (2) search strategy, (3) study selection, (4) data extraction, and (5) data synthesis.
All these steps are detailed in the following subsections.
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3.1 Mapping Questions

The aim of this paper is to analyze and review studies dealing with the application of
ensemble methods to predict BGL. Toward this aim, 3 MQs were identified as shown in
Table 1.

Table 1. Mapping questions

Mapping question Motivation

MQ1- In which sources and years have the
studies been published?

To identify where studies can be found and
how it evolves over time

MQ2- What information was fed as input to
predict BGL using ensembles and which data
sources were used to collect the data?

To determine which factors affecting BGL
dynamics have been explored and how data
has been collected

MQ3- What are the most used ensemble types
for BGL prediction?

To determine if the ensembles are
homogeneous or heterogeneous

3.2 Search Strategy

The search strategy aims to find primary studies that would answer the MQs as defined
in Table 1. A search string was put in place to find relevant papers in literature. We
derived the main terms from the identified MQs, searched for alternative spellings and
then for alternative synonyms, and finally incorporated the main terms using AND oper-
ator and joined synonyms using OR operator. The final search string used in this SMS is
the following: (“blood sugar” OR “blood glucose” OR “glucose concentration”) AND
(predict* OR forecast* OR control* OR estimat* OR regress* OR manag* OR mon-
itor* OR evaluat* OR assess*) AND (ensemble OR taxonomy OR committee OR
resampling OR fusion OR bagging OR “random forest” OR boost* OR stacking OR
combin* OR cluster* OR bootstrap* OR meta*).

Six digital libraries have been selected to search for relevant papers: Science Direct,
PubMed, IEEE Xplore, SpringerLink, ACM Digital Library and Google Scholar.

3.3 Study Selection

The candidate papers are assessed to include only the relevant studies that pass through
a set of inclusion criteria (IC) and exclusion criteria (EC) as presented in Table 2. IC and
EC are linked by the OR boolean operator. A paper is retained if it meets at least one IC
and no EC and is rejected if it meets at least one EC.



Ensemble Regression for Blood Glucose Prediction 547

Table 2. Inclusion and exclusion criteria

Inclusion criteria (IC) Exclusion criteria (EC)

IC1: Papers presenting newly developed
ensemble predictive techniques of BGL

EC1: Papers considering medical disciplines
other than diabetes

IC2: Papers evaluating existing ensemble
predictive techniques of BGL

EC2: Papers considering medical tasks other
than blood glucose prediction

IC3: Papers providing comparisons of
ensemble predictive techniques of BGL

EC3: Papers published before 2000

IC4: Papers presenting an overview of studies
investigating ensemble predictive techniques
of BGL

EC4: Abstracts and papers written in a
language other than English

3.4 Data Extraction

After selecting the relevant papers to include on this review, we used the data extraction
form presented in Table 3 to collect the required information to answer the MQs.

Table 3. Data extraction form

MQ1 Publication year, publication source, publication type (journal, conference, book)

MQ2 Included features to predict BGL, data sources used to collect the patients’ data

MQ3 Ensemble type used [18]: Homogeneous ensemble or Heterogeneous ensemble

3.5 Data Synthesis

Once the data is extracted from all the relevant papers, it is summarized with respect to
eachMQ. The vote countingmethodwas adopted to aggregate the results then a narrative
synthesis was used to discuss the obtained results regarding each MQ.

4 Results

This section presents how the search process has been executed to obtain the list of the
selected studies. The results of each MQ are presented on a dedicated subsection.

4.1 Overview of Selected Studies

As illustrated in Fig. 1, the first step was to execute an automated search on the 6 digital
libraries which gave 2726 papers. 2107 unique papers were identified after removing
duplicates (a). Applying the inclusion and exclusion criteria discarded 2076 papers
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Fig. 1. Search process. The 32 selected along with the required information to answer the MQs
are available upon request by email to the authors of this study.

leaving 31 relevant papers (b). Studies from [7] were scanned as well in order to integrate
any omitted publications (c). 7 papers dealingwith ensemble techniques have been found
in [7], all of them were already present on the initial automated search. By scanning the
references of each relevant paper, one additional publication was added to the selection
(d).

4.2 MQ1: In Which Sources and Years have the Studies been Published?

This MQ aims to identify the research trends over the time and the channels used to
publish the selected papers. Figure 2 shows the distribution of the studies according to
their publication channel over the years. No paper has been published before 2012 and
at least one has been published each year since this date. A higher publication rate is
noticed during the last three years as 75% of the papers have been published on 2018 and
beyond. Among 32 selected papers, 21 studies were presented at conferences (65.62%)
and 11 others were published on journals (34.38%). Many channels have been used but
no source comes up more than once except 3 conferences.

Fig. 2. Distribution of papers over years
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4.3 MQ2: What Information was Fed as Input to Predict BGL and Which Data
Sources were Used to Collect the Data?

In order to build an accurate model to predict BGL, the most impacting factors should be
incorporated to maximize the prediction accuracy. Four main inputs have been identified
as follows: Blood Glucose (BG) was used as input in all the papers, insulin was used in
17 papers, meals in 14 papers and physical activity in 10 papers.

The second objective of this MQ is to identify how these four identified main factors
have been collected to provide them as inputs to the proposed models.

BG Data Sources: 28 papers used a CGMS to record the blood glucose level (87.5%)
while 2 papers used a simulator to generate the data (6.25%). 1 paper performed both
experiences using CGMS records and simulators respectively (3.125%) and 1 paper did
not provide details about the used technique (3.125%).

31 experiences have been performed by the 30 papers that used CGMS input. Dif-
ferent brands have been used where Medtronic ranked first with 9 experiences (29.03%)
followed by Abott Freestyle with 3 experiences (9.68%), then Guardian Real-Time with
2 experiences (6.45%) and Dexcom with 1 experience (3.23%). The remaining 16 expe-
riences did not provide the used CGMS brand (51.61%). All the papers that simulated
the BGL data used the UVA/Padova simulator.

Insulin Data Sources: 17 papers used insulin as input to the proposed models. 11
papers used insulin pumps to record the data (64.71%), 1 paper used a simulator (5.88%),
1 paper used a diary where patients self-report the injected insulin bolus (5.88%) and 4
papers did not provide how insulin data has been captured (23.53%).

Different brands were used by the 11 papers that recorded insulin data from pumps.
1 paper used two brands which makes a total of 12 experiences. 9 experiences used
Medtronic (75%) and 3 experiences did not specify the insulin pump brand (25%). All
the papers that simulated the insulin bolus used UVA/Padova simulator.

Meal Data Sources: 14 papers usedmeals as input to the proposedmodel. 1 paper used
2 methods which makes a total of 15 experiences. 6 experiences used a diary where their
food intake is manually reported (40%) and 2 experiences used photos to estimate the
food intake (13%). 6 experiences did not specify how data was collected (40%) and 1
experience used UVA/Padova Simulator to simulate meal data (7%).

Physical Activity Data Sources: 10 papers used physical activity data to predict BGL.
4 papers used activity trackers (40%) where Basis Peak was used on 2 papers while
Fitbit and SenseWear Armband were used on 1 paper each. On the other hand, 4 papers
used a diary allowing patients to report their physical activity habits (40%). Finally, 2
papers did not provide how the physical data have been monitored (20%).

4.4 MQ3: What are the Most Used Ensemble Types for BGL Prediction?

Ensemblemethods can be classified into two categories:Homogeneous ensembleswhere
one single technique is used eitherwith 1) different configurations or 2) ameta-algorithm,
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and Heterogeneous ensembles where at least two different single techniques are used
[15]. The objective of this MQ is to examine the types of ensembles used by the selected
papers to predict BGL. For the 32 selected papers, 48 ensemble models have been
proposed. 21 papers out of 32 used homogeneous ensembles and proposed 28 ensemble
models (58.34%).On the other hand, the remaining 11 papers investigated heterogeneous
ensembles and proposed 20 ensembles (41.66%).

5 Discussion

5.1 MQ1: In Which Sources and Years have the Studies been Published?

The publication chronology chart (Fig. 1) shows that BGL prediction using ensemble
techniques is a recent research topic as all the studies have been published after 2012 and
75% (24 papers) of the papers were published after 2018. This interest can be attributed
to: 1) the positive feedback of those techniques in many fields where models that used
ensemble methods outperformed models based on single techniques only [8–10]; 2) the
complexity ofBGdynamicswhere a singlemodel shows quickly its limitations to capture
inter- and intra-patients changes [7]. Furthermore, the selected studies were published
on both journals and conference proceedings. 21 papers out of 32 were presented at
conferences and 8 out of 11 journal papers (72.73%) have been published after 2018.
This confirms that research has not reached its maturity yet. Moreover, no specialized
publication channel was identified as 25 sources have been listed for 32 studies. This
diversity can be explained by the multidisciplinary of the topic that deals with artificial
intelligence, computer science and medicine.

5.2 MQ2: What Information was Fed as Input to Predict BGL Using Ensembles
and Which Data Sources were Used to Collect the Data?

35% of the papers used BGL history data only. This can be explained by the difficulty
to incorporate the data of other factors in opposition to BGL which is simple to gather
from CGMS and simply fed as a time series to the model [8]. Insulin, food intake and
physical activity are the next most investigated inputs as they can be easily quantified
and can be gathered through wearable devices.

Most of the papers used CGMS to record BGL. This can be attributed to their wide
availability, ease-of-use and cost-effectiveness [19]. This signifies that the models were
trained with reliable data, automatically recorded instead of being self-reported.

The administered insulin was captured in general from insulin pumps. This implies
again that reliable data was used in most cases to train the proposed models [20].

The food intake information was reported either through a diary or by taking photos
of the meals to estimate the corresponding carbohydrate quantity. Both methods are not
reliable and a simple omission can weaken the BGL prediction accuracy [21].

The physical activity was collected either through wearable devices or via a diary.
The first method is a simple and reliable way to automatically report the patients’ activity
and record many other physiological data. However, self-reported diaries are prone to
errors and hard to represent as input to the model [21].
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On the other hand, some papers used a simulator to generate patients’ data.
UVA/Padova was the only simulator used on all the experiments in this review. In gen-
eral, simulated data has the advantage to be reproducible and available for comparison
but does not always reflect real physiological dynamics [22].

5.3 MQ3: What are the Most Used Ensemble Types for BGL Prediction?

21 out of 32 studies used homogeneous ensembles and proposed 28 ensemble learning
models. Most of the homogeneous models used a meta-algorithm to combine multiple
instances of a single regressor (19 out of 28 ensembles). Bagging [23–25] and Boosting
[26–28] are the twometa-regressors used to construct the ensembles to predict BGLwith
11 and 8 models each respectively. The remaining 9 models used a simple combination
rule to aggregate results of the base learners. Random Forest regression remains one
of the most used homogeneous ensembles as it presents high performance accuracies
and are easier to interpret and understand. A Random Forest (RF) of 1,500 decision
trees [29] was the largest proposed ensemble model. 2 other papers used RF of 100
decision trees [30, 31] and one paper investigated the combination of 100 Grammatical
Evolution models [32]. Boosting meta-algorithms were investigated through XGBoost
and LightGBM implementations. They were both published recently but are attracting a
growing interest as they demonstrate high accuracy and canbe trained in parallel reducing
the computation time. In fact, the 6 papers that explored the formermeta-algorithmswere
all published after 2018.

Heterogeneous ensembles were used on 11 papers with 20 proposed ensembles.
Stacking is the most investigated meta-algorithm in heterogeneous ensembles with 9
proposed models. Moreover, one paper explored the use of both Bagging and Boosting
to build heterogeneous ensemble models [25].

Homogeneous and heterogeneous ensembles were both investigated with a slightly
larger number of homogeneous models. In fact, they are easier to understand and sim-
pler to implement. Nevertheless, an interest almost equivalent has also been devoted to
heterogeneous ensembles. This can be attributed to the complexity of BGL prediction
in various contexts that encouraged researchers to examine heterogeneous ensembles as
well since they offer built-in diversity.

Many single techniques were adopted to construct the proposed ensembles where
ANN, decision trees,Autoregressivemodels andSVRwere themost investigated. In fact,
these techniques have been widely used in literature to predict blood glucose [7]. The
investigation of other configuration of these techniques or other exotic and well-known
performing methods would help in building more accurate ensembles.

6 Conclusion and Study Implications

In this paper, a SMS has been conducted to analyze the typology of ensemble techniques
used in BGL prediction. 32 papers published between 2000 and November 2020 have
been reviewed with regard to 3 MQs. The results showed that the use of ensemble meth-
ods in predicting BGL is a recent research topic gaining more interest since 2012 and
more particularly after 2018. Studies have been published in various channels due to the
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multidisciplinary aspect of the topic. Different inputs were incorporated in the prediction
models and BGL history, insulin bolus, diet and physical activity were the most investi-
gated features. However, many other information such as stress level or other illnesses
should be investigated and integrated in future models to obtain well-performing pre-
diction models. We also noticed that meals information is most of the time self-reported
in opposite to BGL, insulin and physical activity that are often collected automatically
which might affect the performance of the proposed predictors. 48 ensemble models
have been proposed in the 32 identified papers. Both homogeneous and heterogeneous
ensembles have been investigated to predict blood glucose. However, larger ensemble
sizes should be investigated and a process to select the base learners will help in finding
the best performing combinations.
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Abstract. Exposure Therapy using Virtual Reality has been indicated as one
of the most promising therapeutic approaches in the treatment of Acrophobia,
because Virtual Reality generates exposure conditions systematic controlled and
customized desensitization of the individual concerning the phobic incitement
and the impulsive responses related to it, potentiating the emotional self-regulated
competence and the incorporated cognitive restructuration.

This quasi-experimental study had the purpose to analyze the impact of an
exposure therapy program using Virtual Reality in the reduction of fear of heights
on a sample of the Portuguese population. In this study participated 19 people
with and without fear of heights, being distributed by the experimental and con-
trol groups. The program was composed of 8 sessions distributed biweekly, corre-
sponding to a total program duration of 4 weeks. The impact of the program was
analyzed through the administration of anxiety and acrophobia level assessment
instruments and operationalization of psychophysiological procedures, focused
on the biofeedback principles, before and after the intervention.

The results from both self-report and psychophysiological data revealed a
significant reduction in fear of heights in the participants exposed to the exposure
therapy program, showing a positive impact of this protocol on the treatment of
Acrophobia.

Keywords: Anxiety disorders · Acrophobia · Exposure therapy · Virtual
Reality · Biofeedback

1 Introduction

TheWorldMental Health Survey Initiative, in 2015, ranked Portugal as the second Euro-
pean Union country with the highest prevalence of neuropsychiatric diseases (22.9%),
with anxiety disorders being the most prevalent group of mental illnesses in our country
(16.5%) [1–3].

Overall, anxiety disorders are a group of neuropsychiatric disorders characterized by
feelings of anxiety and fear. Anxiety does not have a specific driver that defines its onset
and usually responds to concern with future events, while fear is a reaction to present
events. These feelings can cause physical symptoms, such as rapid heart rate or tremors,
which in different combinations and depending on the associated etiology are organized
into different types of nosologies [4–6].
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According to the Diagnostic and Statistical Manual of Mental Disorders (DSM V),
anxiety disorders include social phobia, panic disorder, agoraphobia, separation anxiety,
selective mutism, generalized anxiety disorder, substance-induced anxiety disorder, and
specific phobia [7].

Specific phobia, the most prevalent of these conditions, is characterized as fear or
anxiety in the presence of a particular situation or object, called a “phobic stimulus”
[7]. Acrophobia is a type of specific phobia and is defined according to DSM V as an
extreme fear of some specific object or situation, in this case, fear of heights [7]. People
with Acrophobia tend to avoid situations that cause them suffering and anxiety, such
as riding an elevator, climbing stairs, flying, walking on bridges, or even approaching
windows [8].

For the treatment ofAcrophobia, several therapeutic approaches are applied, themost
commonly used being desensitization therapy, in vivo exposure therapy, virtual reality
exposure therapy, and drug therapy in combinationwith one of the previous interventions
[9].

Several studies report that the most used therapeutic method and which has the most
positive results in this type of pathology is exposure therapy [10–15], framed in the
principles of cognitive-behavioral therapy [11, 14]. Regarding in vivo exposure therapy,
although very promising results regarding its use are described in the literature [12,
13, 16], the impossibility of rigorously guaranteeing adequate environmental control is
mentioned as a critical element regarding the mobilization of this type of intervention
[10, 17]. If the environment is not being therapeutically controlled, this generates some
unpredictability and may trigger adverse and negative reactions to the treatment process
[10, 16, 18]. Virtual Reality uses computer applications to create an immersive virtual
experience in a therapeutic environment, making it possible to recreate real day-to-day
situations that cause anxiety in individuals undergoing treatment, in a controlled and
safe environment [13, 16, 19].

Duff, Miller & Bruce’s [19] studied the effects of using Virtual Reality as a thera-
peutic method compared to in vivo exposure therapy methods and concluded that these
approaches have more positive results, because through Virtual Reality it is possible to
obtain a more assertive control of the therapeutic environment, facilitating adaptability
and problem solving and offering greater possibilities for customization, flexibility, and
control of the therapeutic process [16, 17, 20, 21].

In addition to environmental control, Virtual Reality also allows for a very high
degree of confidentiality, as exposure is made within a room and there is no risk of
potential negative reactions from either the individual or possible observers [10]. This
type of exposure seems to be very effective in the controlled and personalized systematic
desensitization of the individual regarding the phobic stimulus and related impulsive
responses, enhancing emotional self-regulation and associated cognitive restructuring
[10, 11, 20–23].

The purpose of this study is to assess the impact of virtual reality in the treatment of
acrophobia.
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2 Methods

The present study is quasi-experimental because there is the interference of the variables
under study and contains two sample groups, it is longitudinal because it evaluates the
sample at two different times, that is, it followed a quantitative pre-and post-test method-
ology [25, 26], through the administration of instruments to assess anxiety levels and
fear of heights and operationalization of psychophysiological procedures, centered on
the principles of biofeedback. Questionnaireswere also administered to characterize par-
ticipants in terms of socio-demographic data and sensations caused by the use of Virtual
Reality, namely the sense of presence in the virtual environment and cybersickness.

2.1 Participants

Through the non-probabilistic convenience technique, as individuals voluntarily agreed
to participate in the study, they were selected according to our inclusion criteria, and to
the more accessible contact [24, 25], with fourteen women and five men, 21± 1.8 years
old, being recruited to participate in this study. Eleven women and 2 men, aged 22 ±
1.9 years with Acrophobia, were included in the experimental group, and the remainder,
with no history of fear of heights, were included in the control group.

Inclusion criteria to participate in the study were fear of heights (at least 2 on the
Likert scale when asked about the fear of being on a second-floor balcony, leaning
against a 1-m high parapet), motivation and willingness to participate in the study and to
go twice a week to LabRP/ESS.PPORTO facilities. Exclusion criteria were individuals
with health problems that prevented exposure to Virtual Reality, namely labyrinthitis.

Regarding the control group, individuals were selected according to the availability
and motivation to participate in the study. They were only considered as exclusion
criteria, have some fear of heights, and feel discomfort during exposure toVirtual Reality,
were met.

The participation of individuals in the study was formalized by completing the
informed consent form [26], to ensure their rights and access to all information rele-
vant to the decision to participate in the study. The privacy and confidentiality of the
collected data were also attested. The study was approved by the Ethics Committee of
the School of Health, Polytechnic of Porto.

2.2 Instruments

Clinical Interview: Built to collect sociodemographic information and survey brief clin-
ical history related to fear of heights and other conditions contraindicated exposure to
Virtual Reality. The semi-structured interview guide consisted of five questions related
to sociodemographic data and seven open-ended questions.

AcrophobiaQuestionnaire: Split into twopartswith various situations that can trigger
anxiety due to fear of heights. The first part concerns the levels of fear that the participant
feels in each situation and, therefore, must answer from 0 to 6 regarding the fear that
would feel in those same situations. The second part is related to avoidance in the same
situations, with the participant answering how much he avoided each of the situations,
on a Likert scale from 0 to 2.
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Behavioral Avoidance Test (BAT): Divided into two parts, one applied before in vivo
exposure and one applied after it; in both moments the participants had to report their
level of fear, anxiety, and danger felt for each situation (a second-floor balcony - exposure
to 5 m or 10 m), on a Likert scale from 0 to 10.

Simulator Sickness Questionnaire (SSQ): Applied to assess the presence of cyber-
sickness. Also, according to a Likert scale with 1 corresponding to “totally disagree”
and 5 “totally agree”.

Intervention Procedure Evaluation Questionnaire: Applied at the end of the inter-
vention, to understand participants’ level of satisfaction.

Psychophysiological Procedures: To collect physiological parameters that would
allow the use of the biofeedback principles among the participants, the Biopac MP100
device connected to a Bionomadix 2-channel wireless system was used to obtain heart
rate from the ECG signal (lead I), as well as the respiratory rate. These data were
recorded during exposure in all the therapeutic sessions and were used to demonstrate
to individuals their evolution over therapeutic intervention.

2.3 Procedures

The Virtual Reality Exposure Therapy program consisted of 8 sessions: an initial eval-
uation session, 6 biweekly Virtual Reality exposure therapy sessions, and the last
reevaluation session corresponding to a total duration of the program of 4 weeks.

Each session, lasted approximately 50min, following a formal structure consisting of
the phases: Participant preparation and warm-up; Personalized and progressive exposure
to virtual environments of systematic desensitization; Relaxation and feedback. This
treatment strategy thus consisted of a combination of therapeutic ingredients, including
exposure to fear-triggering stimuli, therapeutic instructions, monitoring of individual
progress, performance feedback, and contingent performance enhancement.

The intervention focused on shaping appropriate approach behaviors through a pro-
cess of successive approximations. Treatment was achieved by reducing the escape from
the dreaded situation, assuming that the absence of consequences results in the extinction
of fear, a common ingredient in exposure therapies [16, 17]. Approach behaviors were
facilitated by reinforcing approaches and removing negative reinforcement from avoid-
ance. Exposure grading was based on a length of time (between 15–30 min) or several
practical exposures of varying complexity and intensity. Flowchart 1 summarizes the
entire process of selection and follow-up of the participants.

This study was conducted at the Virtual Lab of the Psychosocial Rehabilitation
Laboratory of the School of Health of the Polytechnic Institute of Oporto and the Faculty
of Psychology and Educational Sciences of theUniversity of Oporto. The immersion and
presence in the virtual environmentwere achieved through the use ofVirtualHTCReality
Live glasses. For greater involvement in the environment, a purpose-built simulator was
also used, which reproduced the physical conditions of the virtual environment (board
suspended between two fixed points and reproduction of the platform of an elevator and
board suspended in a skyscraper). The software had various height-related environments
that allowed each participant to be gradually and individually exposed, adjusted to their
level of fear.
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Collected data were analyzed using the IBM SPSS Statistics 25 software [27]. In
terms of sociodemographic characterization of the participants, descriptive statistics
were used, and taking into account the variables used, the mean and mode were calcu-
lated as a measure of central tendency, the standard deviation as a measure of disper-
sion, and the absolute frequencies and frequency of each characteristic under analysis.
Regarding the verification of significant changes before and after the implementation of
the intervention protocol, inferential statistical analysis procedures were used, assuming
for all statistical tests a significance value (α) of 0.05 [28–30].

In this framework, the normality of all variables was tested in general and for each
control and experimental group, and the variables were analyzed through the Shapiro-
Wilk test, and it was concluded that all variables followed normality. After verifying
normality, we tested data homogeneity through the covariance test (Levene test), and it
was possible to assume data homogeneity. Regarding sphericity, this was assumed since
only two evaluation moments were foreseen [28–30].

Once the assumptions were verified, ANOVA was applied to the repeated measures
of the analyzed variables to verify if there were significant differences between the
two groups and between the two evaluation moments. When statistical differences were
obtained, t-tests for paired samples were applied to analyze the evaluation moments
within groups, and t-tests for independent samples were used to analyze differences
between groups [28–30].

3 Results

Wewill start the presentation of results, mobilizing descriptive statistics [28, 30] to char-
acterize the sample, and then we will present the results for the various used instruments,
allowing us to verify the impact of the exposure therapy program using Virtual Reality
to reduce fear to heights.

Nineteen subjects participated in the study, divided by the control group (n = 8)
and the experimental group (n = 11). Most of our sample consisted of female students
(73.7%), single (100%), and who never had any kind of psychological intervention for
the treatment of their fear of heights.

3.1 Acrophobia Questionnaire

Regarding the Acrophobia Questionnaire, there are significant differences between the
experimental and control group values (p = 0,001). In this sense, the values of the
experimental group are higher concerning the anxiety felt when exposed to heights, and
the same happens about the adoption of avoidance behaviors.

Whenanalyzing thepre-andpost-test data,we found that in the control group there are
no significant changes. On the contrary, in the experimental group, there is a significant
statistical change caused by the exposure therapy,with anxiety (p= 0,001) and avoidance
(p = 0,001) values being higher in the pre-test than in the post-test.
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3.2 Psychophysiological Assessment Measures

Regarding respiratory rates, a statistically significant difference between the control
group and the experimental group was observed, with values in the experimental group
being lower than those of the control group (p = 0,001).

Regarding the post-test in the experimental group, the values of the respiratory rate
are higher than in the pre-test (p = 0,03).

Only for the maximal respiratory rates, there are no statistically significant
differences.

Regarding heart rates, there a statistically significant difference between the control
group and the experimental group was observed, with values in the experimental group
being higher than in the control group (p = 0,001). Regarding the experimental group,
there are differences between the pre-and post-tests, with heart rate values in the post-test
being lower (p = 0,02).

3.3 Behavioral Avoidance Test (BAT)

Regarding BAT, there is a statistically significant difference between the control and the
experimental groups (p = 0,001). As for the experimental group, there are differences
between pre-and post-test (p = 0,001).

3.4 Simulator Sickness Questionnaire (SSQ)

Regarding the SSQ, no significant differences were found in the interaction between the
control and experimental groups at the initial and final moments, as participants only
reported higher values for vertigo after exposure to the virtual environment, and even at
the level of vertigo (p = 0,62).

4 Discussion

The present study aimed to verify whether exposure therapy using Virtual Reality has
positive effects in the treatment of Acrophobia.

This study becomes relevant and innovative because in Portugal, to the best of our
knowledge, no other research project with the same purpose has been carried out and
published.

In the present study, as occurred in other research studies [10–13], Virtual Reality
Exposure Therapy had a positive impact on the treatment of individuals with Acrophobia
who were part of the experimental group, as evidenced by the results obtained by the
administration before and after the intervention of the Acrophobia Questionnaire, the
Behavioral Avoidance Test, and the psychophysiological measures, centered on the heart
and respiratory rate.

The results obtained with the Acrophobia Questionnaire suggest that this Virtual
Reality Exposure Therapy protocol had a positive effect, both in decreasing the anxiety
level of the participants in the experimental group regarding situations of exposure to
heights and with the possible need to adopt avoidance behaviors in the same situations.
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Although the final score of this questionnaire does not directly reproduce the subject’s
Acrophobia level, its variation between pre-and post-test can be used to analyze the
subject’s perception of fear of heights given that high score values correspond to higher
levels of fear and anxiety triggered by the situation, as well as its avoidance [7, 31].
Considering this assumption, the obtained data points to a decreased level of Acropho-
bia following the application of the experimental program and, therefore, supports the
positive impact of this Virtual Reality Exposure Therapy protocol for the reduction of
Acrophobia levels.

The Behavioral Avoidance Test (BAT) results also seem to show a positive evolution
regarding the fear of heights reported by the participants of the experimental group.
Although in vivo assessments were not sensitive enough to accurately characterize fear
of subjects’ heights, given that both pre-test and post-test subjects reported acceptable
levels of self-control at both 5-m and 10-m exposure, the exposure to first-tier virtual
environments before and at the end of program implementation allowed for a more
sensitive and reliable assessment, illustrating a positive evolution of subjects inmanaging
their fear of heights. These results seem to suggest and corroborate what is found in other
studies, i. e., that virtual exposure under controlled environmental conditions may be
more efficient than in vivo exposure for the assessment and treatment of acrophobia [10,
16].

About the psychophysiological measures used to assess the impact of the treatment
protocol on respiratory and heart rate, the literature reports that varying respiratory and
heart rate values can be used to characterize anxiety levels [5, 6]. Thus, when analyzing
the psychophysiological measures, it is relevant to emphasize that in the exposure to the
virtual environment the fear assessment at heights in the pre-test, generated lower values
in the experimental group than in the control group, and higher as regards the second
referenced measure. This finding seems to immediately show that the participants of the
experimental group were effectively exposed to an anxiety-enhancing situation, rein-
forcing the diagnosis of Acrophobia [5, 6, 32]. The low respiratory rate values observed
in this study appear to be related to respiratory apnea, as reported in several studies that
concluded that individuals confronted with fearful situations suffer respiratory arrests
[33], while its increased values in the experimental group at the post-test is strong evi-
dence regarding the positive impact of the exposure therapy in virtual reality environment
to treat acrophobia.

Concerning the values of heart rate, it is noteworthy to mention that the observed in
the experimental group are likely to be too high, even considering the exposure to an
anxiety-enhancing situation, something possibly enhanced by the possibility of caffeine
intake by participants near the time of exposure. This variable was not controlled in the
investigation and may have influenced the results since college students have a history
of high caffeine consumption [34, 35].

Overall, heart rate and respiratory rate values varied significantly from pre-test to
post-test in the participants of the experimental group, both pointing to a positive program
effect for the reduction of anxiety and fear at heights.

The application of the Simulator Sickness Questionnaire throughout the program did
not reveal any noticeable difficulties or feelings of discomfort on the part of participants
interactingwithVirtualReality, although nausea is commonly reported due to differences



562 V. Maravalhas et al.

in what is being experienced/visualized and what is happening to our body [18, 36, 37].
Only some sensations of vertigo, a sensation explained and associated more with the
nature of the environment and the fear of heights, have been reported, rather than as a
consequence of exposure to the Virtual Reality environment.

5 Conclusion

The results of this study seem to contribute to the evidence that exposure therapy
using Virtual Reality has positive results and is a promising therapy in the treatment
of individuals with Acrophobia.

However, further research in this area is suggested, to build more robust evidence in
this area, either by conductingmore experimental studies, withmore significant samples,
and more control of the variables under study.

This study has as limitations the possible lack of blindness of the investigator [38],
given that the researcher who did the evaluations and reassessments was the same one
who conducted the sessions, which may generate some bias to the investigation, as
well as the fact that the questionnaires used in the evaluations are not validated for the
Portuguese population.
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Abstract. Fear Of Missing Out (FOMO) continues to be an under-researched
phenomenon and is a form of problematic use of the Internet (commonly mis-
taken for Internet addiction). FOMO is a behaviour connected with the avalanche
of information and the development of new digital technologies. Young people
in particular are exposed to FOMO. Age is a predictive factor for different types
of problematic Internet use. Therefore, coverage by specific diagnostic and pre-
ventive activities is a special task for experts in media pedagogy. The aim of the
research was to show the scale of the FOMO phenomenon among Polish ado-
lescents. The research covered 979 adolescents aged 13–18 years. The research
was conducted with the use of the questionnaire “Social Media Use and the Fear
of Missing Out (FoMO)” throughout Poland in the school year 2018–2019. On
the basis of the collected data it was noted that: 1) the most frequent symptom of
FOMO is the use of social networking sites just before bedtime (about 70% of
respondents) and just after waking up (about 50% of respondents); 2) About 30%
of respondents are classified as possessing strong FOMO characteristics, about
43.5% have an average FOMO level, 26.5% have a problem-free use of SNS;
3) All FOMO factors coexist at medium or high levels; 4) Girls have a slightly
higher FOMO level than boys; 5) Variables related to place of residence, type
of school, grade average, and subjective sense of wealth are related to FOMO
intensity. FOMO is an important challenge for education, the prevention of risky
behaviour in cyberspace, and the development of the information society.

Keywords: FOMO · Internet addiction · Problematic internet use · Youths ·
Adolescents · Scale ·Mechanism · Poland · Information society

1 Introduction and Related Works

Fear ofMissingOut (FOMO) is the fear of disconnecting (or lacking the ability to access)
from access to new information in cyberspace. It is a relatively new phenomenon, which
arouses a lot of diagnostic controversy without being unambiguously and indisputably
defined. FOMOis associatedwith the intense growth of information in the networkmedia
space [1]. In order to understand the phenomenon of the functioning of modern people in
cyberspace, a few facts should be quoted. It is estimated that everyminute, 500 h of videos
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are uploaded toYouTube, nearly 300 trillion emails are sent,more than 4million searches
are carried out using Google, more than 300 million posts are sent via Twitter, more than
78 million posts are published using the CMS Wordpress, and 54 million messages
are sent using Whatsapp [2]. In modern times, we face an avalanche of information.
Over the past two decades, we have seen the development of several key processes that
determine people’s psychosocial functioning in information spaces. The development
of new technologies has significantly accelerated the production and distribution of
information. All information services, by which we can include social media, add new
photos, posts, copies of media from other services, and entertainment materials on an
ongoing basis [3, 4]. Moreover, users of new media are encouraged and supported to
actively participate in creating new content for the consumption of other users. Being
both the creator and recipient of information has never been so easy. In addition, the
decreasing digital exclusion rate, access to unlimited data transfer, the universality of
wifi networks, and the increasingly advanced capabilities of mobile devices make the
technical layer of social networking and information services almost invisible. These
are only selected mechanisms describing the permeation of the technical and human
conditions accompanying FOMO [5].

For several years there has been an intense discussion on the issue of recognising
a new disease, namely Internet addiction. The loss of self-control over the use of dig-
ital media leads to many negative consequences in the psychological, biological, and
social sphere of individuals who are permanently online. At present, the term Internet
addiction is one that experts seek to avoid, due to the lack of clear diagnostic crite-
ria, as well as the lack of inclusion of addiction on the official list of diseases (ICD -
International Statistical Classification of Diseases and Related Health Problems, DSM -
Diagnostic and statistical manual of mental disorders), as is the case, for example, with
addiction to games and gambling [6, 7]. FOMO for researchers is a type of problematic
internet use, a phenomenon which is noticeable, but does not have the official status
of a disease mediated by digital media, as well as clear and unquestioned diagnostic
criteria. From the perspective of the features common to the various definitions of prob-
lematic internet use and the emerging difficulties and contradictions in the definitions,
FOMO should be considered under the umbrella term of Problematic Internet Use [8, 9].
Among the key factors in the development of FOMO at present are: the intense devel-
opment of social networking sites (SNS), the ubiquity of mobile devices with Internet
access (especially smartphones), the hidden influence of SNS developers, and individ-
ual characteristics such as a lack of self-control. Among the many risk factors, there
are also issues concerning the co-occurrence of FOMO with various problems occur-
ring in bio-psycho-social functioning in the offline world. The online and offline spaces
are interconnected in many ways, but most relevantly in terms of problematic situations
[10]. FOMO is a challenge for civilisation, education, health, and prevention. FOMOhas
also become one of the typical cultural phenomena of the information society. The high
intensity of FOMO may raise concerns in several situations: 1) it concerns people who
are at the stage of developing skills related to self-control and digital competences, i.e.
children and young people; 2) it causes negative consequences for social relationships;
3) it disturbs long-termmood and leads to the deterioration of the general state of health;
4) it generates conflicts related to the performance of typical family and professional
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activities. Taking into account the peculiarities of FOMO, it should be emphasized that
it is a state which manifests itself in continuously being online, permanently monitoring
the content of various websites, especially social networking sites. FOMO also man-
ifests itself in taking action related to the handling of new media inappropriate to the
situation (e.g. during an offline meeting) and the time of day (e.g. at night - the time of
sleep). FOMO is a phenomenon that should also be considered in the category of digital
competence, in particular the skills related to accessing and processing information.

FOMO is not a variable that is often analysed in the literature, unlike other risky
behaviours such as cyberbullying, media manipulation, or sexting. In Poland, research
on FOMO among high-risk groups (e.g. young people) is rare [11–12]. Results obtained
from representative samples are not often found in the literature. Therefore, it seems rea-
sonable to mention several unique research results before considering further analyses.
The research conducted by the Polish team EU KIDS Online on a sample of almost a
thousand respondents shows that the problematic use of the Internet, of which FOMO is
a component, concerns various areas (depending on the criterion adopted, up to several
percent). All the diagnostic criteria in the above-mentioned studiesmeet only 0.1%of the
total. However, usingEUKIDS data, it can be noted that 13% log on to the Internet at least
once a week without a specific purpose. Approximately 1.4% of respondents have daily
conflicts related to the time spent using digital media (e.g. arguments between adoles-
cents and parents). About 6% of the students surveyed claim that the time they spend on
the Internet can cause problems [13]. However, studies of problematic Internet use (PIU)
do not contain sufficient criteria to show the subtype of PIU related to FOMO. It seems
justified to recall the research carried out by the team gathered around the University of
Warsaw [14, 15]. The results of the research, which were collected on a representative
sample of Poles using the tool FOMO Scale (author Andrew K. Przybylski) [16], offer a
new perspective on the phenomenon. First of all, the researchers distinguished 3 levels
of FOMO: a) low level of FOMO, to which they included 19% of the respondents, b)
average level of FOMO - which matched with 67% of the respondents, and c) 14%
were characterized by a high level of FOMO. Secondly, the occurrence of FOMO is not
differentiated by gender. Internet users from larger cities are much more susceptible to
FOMO than people from small towns and villages. The low and high FOMO levels are
very much linked to age. Adolescents belong to the FOMO risk group. Those in the age
range of 15 to 23 have a high level of FOMO [15]. Based on other data collected by
NASK, it was noted that 60% of young people believe they should use their smartphones
less. The data presented in the Teenage 3.0 report offer surprising results: 31% of young
people think that their lives would be empty without smartphones, 26% have the urge
to use their smartphones immediately after putting them away, 27% cannot function
without a smartphone, and 26% feel tired and neglect their duties due to being online
all the time [17]. Of course it seems crucial to ask about the frequency of such feelings.
One-off or rare or very rare declarations of this type do not indicate a massive problem.
Much greater concern may be aroused by declarations that occur very frequently or exist
in a permanent state.

The research carried out by P. Modzelewski on a sample of five hundred Internet
users in the 9–71 age bracket shows that about 17.6% of the respondents have a high
FOMO level. The variable age is a clear descriptor of predisposition to the problem of
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FOMO [18]. A study conducted by the author of this study in Bosnia and Herzegovina
in 2017 noted that among teenagers (average age of respondents 13 years old, sample of
717 adolescents), half of the respondents do not show an alarming intensity of FOMO
symptoms, about 20% show several symptoms at full intensity, while 30% are at risk
[19]. The studies carried out so far clearly show the dual nature of new technologies.
ICT was created with the aim of improving the quality of life. However, many risks,
such as FOMO, have been created as by-products of the development of the information
society, and it is young people in particular who are vulnerable. In view of the research
offered above, an analysis of the scale of FOMO from a pedagogical perspective and a
discussion of the diagnostic criteria are certainly germane topics.

2 Methodology

2.1 Research Objectives

The aim of the research was to show the scale of FOMOphenomenon among Polish ado-
lescents. Specifically, the research sought to present the diversity of FOMOdepending on
sociodemographic variables, i.e. age, gender, type of school, school grades, behavioural
grades, place of residence, and subjective feeling of family prosperity. The research
is diagnostic in nature and can also be used for the prevention in education of risky
behaviours related to cyberspace.

2.2 Sample and Test Procedure

The research was conducted in the school year 2018–2019 in Poland. The sample
selection was random. Using the IT National Education System (System Informacji
Oświatowej), schools were invited to take part in the survey. The schools were selected
at random. The diagnostic survey was conducted by qualified pedagogical staff with
knowledge in the field of educational research. The research covered adolescents aged
13–18 years. Finally, after the rejection of incorrectly completed questionnaires (e.g.
incomplete questionnaires), 979 questionnaires were obtained and subsequently anal-
ysed. The respondents were 56.58% girls and 43.42% boys, and lived in the following
areas: rural areas (53.32%), a city with up to 50,000 inhabitants (24.20%), a city with
between 50 and 100,000 (9.09%), a city with between 100 and 200,000 (8.06%), and a
city with over 200,000 (5.31%).

2.3 Research Tool

The study used the tool “Social Media Use and the Fear of Missing Out (FoMO)” [20]
aimed at measuring FOMO syndrome during a variety of typical adolescent situations.
The tool consisted of five questions related to the use of social media in the following
contexts: just after waking up, at breakfast, at lunch, at dinner, and before falling asleep.
The answers were given on a 5-point Likert scale. The tool has satisfactory internal
consistency parameters. The internal consistency of the tool are presented below in
Table 1. The psychometric properties of the tool were as follows: Chi-Square= 221.278;
df = 5; p.value = 0.000; RMSEA = 0.210; Lower CI RMSEA = 0.187; Upper CI
RMSEA = 0.234; SRMR = 0.063.
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Table 1. Internal consistency properties of the tool

Estimate McDonald’s Cronbach’s Guttman’s 2 Greatest lower bound

Point estimate 0.880 0.882 0.884 0.917

95% CI lower bound 0.866 0.869 0.871 0.906

95% CI upper bound 0.892 0.893 0.896 0.929

2.4 Research Ethics

The researchwas carried out in accordancewith the principles of the ethics of conducting
diagnostic surveys. In order to carry out the research, permissions were obtained from:
the management of the institution, teachers conducting the classes, and the young people
who took part in the research. Participation in the research was voluntary and the tools
ensured complete anonymity. The participants were able to withdraw their participation
in the research at any time.

3 Results

Based on the data collected, it is noted that the most common symptoms of FOMO that
occur very often or frequently are the use of SNS just before bedtime. About 70% of the
respondents declare that such an action occurs frequently or very often. The second most
common FOMO factor is the use of SNS just after waking up (50% of respondents). In
itself, the use of SNS just before bedtime is not an unambiguous factor indicating FOMO.
The data should be compared with the time spent using SNS at inappropriate times and
the impact of such an activity on, for example, the quality of sleep. The percentage
distribution of the other indications is presented in Fig. 1.

Fig. 1. Distribution of FOMO-related responses among the adolescents.
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Using the k-means cluster analysis technique, three groups of SNS users were dis-
tinguished. Group number 1 is characterized by a high level of FOMO, where all five
factors occur frequently or very often. In group number 1 there are 299 people (30.54%).
In group number 2, those with low occurrence of selected factors, there are 258 cases
(26.35%), while in group number 3 with an average level of FOMO symptoms 422
people (43.11%) were classified. The data collected in the Polish sample are consistent
with earlier results for adolescents from other European countries, such as Bosnia and
Herzegovina. It should be noted, however, that only one quarter of the respondents do not
show any FOMO factors, while about one third, depending on the perspective adopted,
have inconsistent FOMO levels. The results of cluster analysis are presented in Fig. 2.

Fig. 2. FOMO cluster analysis by k-means for three groups of adolescents

The existence of each FOMO indicator is linked. The co-occurrence of indicators
is always at medium or high levels. The most closely related are the FOMO symptoms
occurring duringmeals. Adolescentswho consume lunch and look at SNS content during
this time also very often do so during other meals, such as dinner. Age is associated with
all FOMO factors to a low but statistically significant degree. The relationship between
FOMO factors does not assume a strong relationship for all factors. The results of the
linear correlation coefficient are presented in Table 2.
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Table 2. Coexistence of FOMO factors.

Variable 1 2 3 4 5

1. Using SNS after wake up –

2. Using SNS under lunch 0.573 *** –

3. Using SNS under supper 0.579 *** 0.804 *** –

4. Using SNS before
sleepinf

0.640 *** 0.499 *** 0.533 *** –

5. Using SNS at breakfast 0.567 *** 0.666 *** 0.652 *** 0.460 *** –

6. Age 0.246 *** 0.268 *** 0.268 *** 0.265 *** 0.199 ***

Gender is a statistically significant factor for two FOMO-related factors. First, it is
the use of SNS before going to sleep (F= 21,554, η2 = 0,022, p< 0,001) and just after
waking up (F = 60,989, η2 = 0,059, p < 0,001). In both cases it is girls who have a
much higher level than boys. For the other indicators, girls are also slightly more likely
to be affected. The differences between the FOMO indicators resulting are presented in
Fig. 3.

Fig. 3. Gender differences in FOMO.

It is also noticeable that for all categories of adolescents living in small and medium-
sized towns, such young people have a higher FOMO level than young people living
in either rural or very large towns. A slightly higher level of FOMO occurs among
people declaring that their family lives affluently than amongpeers declaring subjectively
low and average family income status. Using a one-factor analysis of variance, it was
noted that people with lower behavioural ratings achieve slightly higher average FOMO
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values. Also young peoplewith lower grades (last semester’s average grades) have higher
FOMO values. The type of school further determines FOMO level. Students from high
schools and technical schools (secondary schools) show a slightly higher level of FOMO
symptoms. However, this pattern can be linked to previous data, where FOMO level
increases with the metric age. The differences between the average FOMO value and
independent (sociodemographic) variables are presented in Table 3.

Table 3. Coexistence of FOMO factors.

Variable Mean SD N

Place of residence

City of 100–200 thousand
inhabitants

3.408 1.160 79 Sum of Squares = 71.099; df = 4;
Mean Square = 17.775;
F = 13.113; p = < .001;
η2 = 0.051

City of 50–100 thousand
inhabitants

3.124 1.285 89

A city of up to 50 000 inhabitants 3.343 1.066 237

A city of more than 200 thousand
inhabitants

2.865 1.111 52

Village 2.769 1.191 522

Behaviour grade

5 2.992 1.188 334 Sum of Squares = 5.703; df = 5;
Mean Square = 1.141;
F = 0.801; p = < 0.549;
η2 = 0.004

4 2.934 1.260 198

1-the lower 2.778 1.412 9

2 3.435 1.283 23

3 3.014 1.261 87

6 – the highest 3.010 1.125 328

Average school grade from the previous semester

Between 1 and 2 (lowest) 3.323 1.397 13 Sum of Squares = 17.085; df = 4;
Mean Square = 4.271;
F = 3.027; p = < 0.017
η2 = 0.012

Between 2 and 3 3.339 1.257 111

Between 3 and 4 2.983 1.211 299

Between 4 and 5 2.921 1.168 369

Between 5 and 6 (highest) 2.943 1.131 187

Type of school

Middle school 3.131 1.150 295 Sum of Squares = 88.467;df = 4;
Mean Square = 22.117;
F = 16.577; p = < 0.001;
η2 = 0.064

High school 3.416 0.906 139

The elemntary 2.717 1.208 475

Technical high school 3.611 1.270 57

Professional 3.022 1.151 9
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4 Discussion and Summary

FOMO, like other types of problematic internet use, can be diagnosed in different ways.
The various approaches to FOMO have in common the characteristic of the inappropri-
ate situations in which smart phones and other devices with internet access are used.
FOMO is an increasingly common phenomenon due to the aforementioned changes in
the information society. On the basis of the data collected, it can be seen that FOMO
is the most common phenomenon among adolescents compared to other threats medi-
ated by digital media, such as cyberbullying, sexting, and computer piracy. FOMO in its
strongest version (the occurrence of all factors at a very high level) included in the Social
Media Use and the Fear of Missing Out tool concerns about a third of adolescents ques-
tioned in Poland. This is a group of young people who require special preventive support
related to the development of critical thinking, support of self-control, and developing
hobbies and interests not related to cyberspace. FOMO is a form of problematic internet
use, which means that people with underdeveloped defense mechanisms against various
forms of addiction are particularly vulnerable to the bio-psycho-social effects of this
phenomenon.

At present, no uniform definition has been developed for the diagnostic criteria
of FOMO, Internet addiction, and PIU. It is known, however, that with the continued
development of the information society, the time being spent online is growing ever
longer. However, time by itself is not a criterion on which to build a conclusion. It is
more important to consider how appropriate it is to be online at given times, whether
being online matches any real need, and what the purpose is of being submerged to
such an extent in social networking sites. Researchers analysing risky behaviour on the
Internet also draw attention to the mechanisms associated with the use of SNS. The
creators of this type of e-service use many technical and socio-technical measures to
attract users’ attention.Many smartphone apps ‘push’ notifications to the user’s phone to
remind them to use that application again, especially if the app has been programmed to
notice the user’s absence. Other activities, such as the profiling of the content displayed
on SNS, the ease of content sharing, the wide availability of multimedia, the opportunity
to ‘rate’ images by way of ‘likes’, and the ease with which video can be shared, all
encourage users to browse constantly, and to be perpetually online.

Digital competence is currently not just about the ability to view and share digital
content. It is one of the key skills, which also includes the ability to recognise and
defend oneself against FOMO or other forms of Problematic Internet Use. Due to the
fact that young people have a high level of FOMO and are at the same time the group
that uses new media the most, there is a need to strengthen the development of digital
competence among adolescents in “soft areas”. Such digital competence areas are the
ability to control the time spent in networked media spaces, the ability to recognize and
classify hiddenmechanisms that cause uncontrolled immersion in networkedmedia, and
the ability to select information. Given the dynamics of change and the transformation of
the information society, FOMO is becoming an increasingly visible threat resulting from
the spread of new media, and requires appropriate educational measures to be taken.
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Abstract. In the spring of 2020, six undergraduate students from
diverse countries and engineering fields decided to design together a solu-
tion to monitor the elderly. This project was performed as part of the
European Project Semester (EPS) programme at Instituto Superior de
Engenharia do Porto (ISEP). The EM-BRACE solution encompasses two
interconnected devices (a home station and a bracelet) and mobile/Web
twin applications. The bracelet measures and transmits vital user data
(pulse, temperature and impacts) to the home station, whereas the lat-
ter measures home environment parameters (temperature, humidity and
pressure) and sends local and bracelet data to an Internet of Things (IoT)
platform. This way, these data become accessible via the mobile/Web
application. Thereby, EM-BRACE monitors the health and environment
of the elderly and timely notifies caregivers about problems, contributing
to the well-being of the elderly and their families.

Keywords: Elderly monitoring · European project semester · Health ·
Innovative solutions · Internet of Things · Sustainability

1 Introduction

The European Project Semester (EPS) is a one semester programme offering
students from different countries the opportunity to study at another university
to develop the bachelor capstone/internship project within a team. It adopts a
project based learning framework, with a strong emphasis on multicultural and
multidisciplinary teamwork, and on the development of hard and soft skills. The
syllabus is composed of a central project module supported by a set of comple-
mentary seminars, all taught in English. The programme has, since its beginning
in 1995, been implemented by 19 European universities, called EPS providers,
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including the Instituto Superior de Engenharia do Porto (ISEP) of the Poly-
technic of Porto. EPS@ISEP has, in addition to EPS concept features, a strong
focus on ethically aligned and sustainability driven design and development [4].

In the spring of 2020, six students from Mechanical Engineering (Ger-
many), Production Engineering and Management (Poland), Biomedical Engi-
neering (Portugal), Industrial Design (Romania), Transportation and Logistics
(Estonia), and Telecommunications Technologies and Systems (Romania), chose
to address the problem of elderly monitoring. Each member contributed with
his/her own and different skills, culture and vision to create an innovative
solution.

Humankind is facing global population ageing, with many old people living
alone, suffering from health problems, and in need of frequent assistance [21].
Several accidents are not reported timely because elderly are simply unable to
ask for help, leading to delayed treatments or even fatalities. Through non-stop
monitoring, problems and accidents can be quickly detected and the repercus-
sions substantially diminished. This made the team consider the design of a
privacy preserving product, focused on improving the well-being of the elderly
user and on helping caregivers.

One of the biggest challenges arising from caregiving is being able to mon-
itor patients with few staff. Due to technological evolution and constant cost
reduction of electronic components, affordable remote monitoring has become a
reality. This allowed the team to idealise a system capable of measuring vital
signs and recognising patient falls. The final solution targets elders, living mostly
indoors, with some (albeit reduced) degree of mobility. The health focus of the
project introduced numerous product design constraints, such as respecting eth-
ical requirements, sustainability, and environmental protection. The maximum
budget of 100 e required the use/reuse of low-cost materials and components.

This paper is structured in six more sections, presenting the performed
background studies, the EM-BRACE solution, namely its design, development
and tests, discussing the results and, finally, summarising the outcomes of this
EPS@ISEP project.

2 Background

The project started by researching related products, marketing, sustainability,
ethics and deontology. The aim was to identify the mandatory values, principles,
and criteria to be respected and, then, derive the requirements of the solution.

2.1 Related Solutions

Five different categories of monitoring devices were considered: (i) wearable
elderly monitors; (ii) unwearable elderly monitors; (iii) domestic hand-held vital
signs monitors; (iv) fitness trackers; and (v) smartwatches.

Each category has different specifications and characteristics. Wearable
elderly monitors have integrated fall detectors and emergency buttons but they
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do not monitor vital signs [10,17]. Unwearable elderly monitors are based on
artificial intelligence, record behaviour patterns, and detect irregularities. Being
unwearable, they do not have the ability to monitor vital signs [2,9,23]. Domes-
tic vital sign monitors, such as electrocardiograms, blood pressure or heart beat
readers, target people in general and monitor only a small number of vital
signs. They are particularly suitable for sports enthusiasts or for people with
known diseases [3,16,18]. Fitness trackers are wearable devices that monitor
daily physical activities and fitness-related metrics, such as steps, running dis-
tance, heart rate, sleep patterns, swimming laps or calories burned [7,8,12].
Smartwatches are wearable computers, integrating wristwatch, smartphone and
fitness tracker functions. However, they suffer from reduced battery autonomy
due to the many functions performed [1,6,20]. Smartwatches and fitness track-
ers were not designed having elderly in mind and, therefore, provide only partial
vital monitoring and are difficult to use and understand. Products for the elderly
must include, as a prerequisite, safety features, such as emergency buttons or
drop sensors [19].

As a result, the team decided to design a solution integrating both vital sign
monitoring and safety requirements, as well as caregiver automatic notification
and access to indoor data. The innovation of this idea lies in the combination
of individual features to fill a market gap. Thus, the team decided to measure
and remotely monitor environmental and vital parameters as well as falls. Also,
as the modularity of unwearable monitors opens a large market and wearable
devices facilitate customisation, the adopted concept includes both types.

2.2 Ethics, Marketing and Sustainability

Concerning the ethical aspects, the goal of the study was to find an ethically
aligned solution to monitor the elderly and improve the quality of human life.
The project has a profound ethical goal: to contribute to the well-being of con-
sumers by monitoring the health of aged users, while adopting safe components
and processes, i.e., which have been previously tested, validated, and certified.
The gathered data must be encrypted and stored, ensuring restricted access and
compliance with European Union (EU) General Data Protection Regulation.
Ethically, the design and development of the device should follow the engineering
profession ethical values [15] and comply with the applicable EU directives. This
way, the health, security, safety and privacy requirements of the consumer are
fulfilled, boosting elderly confidence and independence. Furthermore, and con-
sidering environmental ethics, the device should present an eco-friendly design,
easy maintenance and, at the end of the product life cycle, generate minimal
waste by reusing or recycling materials and components. In terms of marketing
ethics, the promotion of the product should focus on the real benefits and its
true purpose, namely, the well-being of the user. Finally, the product name EM-
BRACE was checked against existing trademarks to avoid infringing intellectual
property, and the adopted logo elements were not found in other brands.

Regarding marketing, the contemplated strategy was based on the steady
worldwide growth of elderly living alone over the last years. In northern coun-
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tries, over 30% of the elderly live alone [5], suggesting a major market potential
for the product. Unaccompanied elderly are prone to accidents and the main
objective of the product is to ensure the safety and independence of this seg-
ment of people. As a result, the target was set to “men and women over 60
years with an average income, individuals and families interested in a healthy
lifestyle”. Furthermore, the analysis of the Political, Economic, Social, Tech-
nological, Legal, and Environmental factors highlighted as opportunities: (i)
increasing life expectancy rates; (ii) increment of the global demand for wire-
less monitoring devices; (iii) willingness to share personal and health data; (iv)
higher pension expenditure trend and pension values; (vi) expected expansion of
the health monitoring market; and (vii) remote monitoring versus hospital care
costs.

In terms of sustainability, the United Nations identified 17 Sustainable Devel-
opment Goals (SDG) to ensure a better and more sustainable future for all [22].
This project contributes to the promotion of good health and well-being (SDG 3)
and, to a lesser extent, to responsible consumption and production (SDG 12).

3 Design

The EM-BRACE concept is a solution for semi-autonomous elderly who live
alone. It comprises two paired devices: (i) a wearable bracelet to measure vital
signs, and (ii) a home station to measure room pressure, temperature, and
humidity. The data collected by the bracelet will be transmitted via Bluetooth
to the home station, where it will be stored on a memory card, and, then,
encrypted and transmitted to an Internet of Things (IoT) platform. A dedicated
mobile/Web application will allow authorised persons to monitor non-stop the
status of the user and home environment. The packaging will be recyclable and
fully reusable as a pill organiser and medication storage box.

The design was kept simple and easy to use. The bracelet has an emergency
button, which is recessed in the lid to avoid false triggers caused by accidental
activation, and a light emitting diode (LED) to indicate when to recharge. The
upper part of the casing is light grey, and the lower one is dark grey, as can be
seen in Fig. 1a. These neutral colours are suitable for any age and clothing, and
direct the user attention to the button (nevertheless, the design of the bracelet
and the home station contemplates different colour options, taking into account
the preferences and needs of the user). The home station has a triangular profile
where the display is mounted at an angle to facilitate data reading (Fig. 1b).

The designed monitoring system (Fig. 1c) comprises the bracelet and home
station. The bracelet has a battery, an Arduino BLE with a Bluetooth commu-
nication interface, a LED to indicate when to recharge, an emergency button,
a gyroscope to detect falls and vital data sensors (oxygen saturation, pulse and
body temperature). The system reads and stores emergency and sensor data in
the local flash memory and, once paired with the home station, shares all data.
The home station includes a Raspberry Pi 3 single-board computer, a battery
and a temperature, humidity and pressure sensor. The Raspberry collects, inter-
prets and displays room and bracelet data, as well as encrypts and sends all
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(a) Bracelet (b) Home Station (c) Solution

Fig. 1. EM-BRACE design: exploded axonometric views and 3D model

data to the IoT database, where they become available for the mobile and Web
applications. Emergency events trigger the notification of the caregiver or family.

4 Development

The development encompassed three components: (i) Monitoring & Control Sys-
tem, (ii) Mobile App, and (iii) Web App. Due to the imposed COVID-19 con-
straints, the decision was to develop what was possible and simulate the rest.

Monitoring and Control System. The team assembled a reduced version
of the designed monitoring & control system using a Raspberry Pi 3, a DHT22
humidity and temperature sensor, an Arduino Uno, two buttons, an HC-05 Blue-
tooth Low-Energy module and a LED.

The Raspberry Pi together with the DHT22 sensor are responsible for the
home station control, while the Arduino Uno together with the HC-05 Bluetooth
Module perform the wearable-side control. The “Simulation Button” triggers
emergency events on the bracelet-side, indicating a potential fall. If this trigger
is not reset by the user in 5 s, the emergency event is confirmed and sent to the
database, where the notification and email push system are activated.

The Arduino produces pseudo-random values within the expected bracelet
sensor ranges. Once the Arduino (bracelet) and the Raspberry (home station)
are paired, all bracelet data are shared with the Raspberry (emergency state,
pulse, peripheral oxygen saturation and body temperature). Next, the Raspberry
processes bracelet and room data. To calculate the pulse rate, it discretises the
signal and, then, applies a digital gradient peak detector to several heart beats.
Finally, the heart rate, level of oxygenation, emergency and average temper-
atures (using a 10-sample filter) are uploaded to the Firebase IoT platform,
where it becomes available to the mobile and Web applications. Firebase is used
since it allows the simple provision, management, and automation of connected
devices [14].

Mobile App. The mobile application has a registration function to maintain a
database of users and their roles (patient, doctor, caregiver, family) (Fig. 2a), an
authentication function for accessing the app (Fig. 2b) and four tabs: (i) Home
to provide the welcome screen and user notifications; (ii) Monitor to display real-
time measurements; (iii) Calendar to schedule and check appointments (Fig. 2c);
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and (iv) Account to show/set account information (such as email and name),
notification and calendar synchronisation permissions (Fig. 2d).

(a) Register (b) Authentication (c) Calendar (d) Account

Fig. 2. Mobile application

Web App. The Web application provides cross-platform access from Android,
iOS, Linux, MacOS or Windows. It encompasses the front-end, that defines the
User Interface (UI), developed with the Ionic Framework and AngularJS, and
the back-end, that offers an Application Programming Interface (API) to store
and retrieve data, supported by Google’s Firebase. Firebase provides analytics,
databases, messaging, and crash reporting, making it perfect for testing and
simulation [11]. The code tree structure is similar to that of any AngularJS web-
site, combining HyperText Markup Language (HTML), Cascading Style Sheets
(CSS), and Angular components.

5 Tests

The tests performed validated code rather than the control system operation.
The latter was not fully implemented due to the undergoing pandemic. Never-
theless, it was possible to verify the proper functioning of the Mobile app, Web
App and parts of the control code, both on the bracelet and home station.

The mobile application functional tests included registration, authentication,
calendar synchronisation and profile updating. All user data is stored in Firebase.
The registration is a validation form which checks the email format, the password
size (at least six characters) and a re-type field. After authentication, the home
tab opens to greet the user and show upcoming appointments. The calendar
tab provides an interface to view, add, or remove personal events. A random
event generator was used to verify if the information was correctly displayed.
The “Add new event” button adds an event for the next hour and synchronises
with the database. The account tab shows and allows the updating of the user
profile, e.g., age, weight or gender. The monitor tab provides, depending on the
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user role, access to different real time sensor data. The tests with the Mobile
App validate also the Web App since Ionic is a cross-platform framework.

The monitoring & control system tests were performed with the physical
set-up presented in Fig. 3a. The bracelet is controlled by the Arduino and the
home station by the Raspberry. This set-up allowed testing the: (i) creation and
communication of environment and vital data to the database; (ii) processing of
pulse data; and (iii) generation and storage of emergency events in the database.

(a) Set-Up (b) Measurements

Fig. 3. Monitoring & control system tests

Although the Arduino and Raspberry Pi were paired, the Bluetooth con-
nection systematically failed regardless of the connection method (Bluetooth
serial communication and socket communication). Therefore, communication
was established via USB. The Secure Shell (SSH) protocol was used to establish
the communication between a master computer and the Raspberry Pi, allowing
remote management of the system. This code, running on the master computer,
was also able to successfully interact with the IoT platform.

The Arduino code was tested using the Terminal/Command Line Interface,
as shown in Fig. 3b. It successfully generated and printed the random sensor val-
ues to the serial connection, including, from left to right, the timestamp (ms),
emergency state (true or false), pulse rate (beat/min), peripheral oxygen satu-
ration (SpO2) and body and environment temperature (◦C).

Figure 4a displays real pulse readings – infrared (IR) and red light measure-
ments acquired by a pulse sensor and obtained from [13] – and Fig. 4b the random
values generated by the Arduino and processed by the Raspberry Pi. Concerning
Fig. 4a, the first plot represents the values read by the internal IR receiver and
the second shows the red light emitted. While the red/infrared modulation ratio
indicates the SpO2 level, the processing of the IR signal provides the pulse rate
(beat/min).

To obtain a meaningful pulse rate, several signal processing algorithms were
explored on the Raspberry side. The first Python sketch reads and saves the serial
data, removes noise, saves the filtered data to a Comma Separated Value file,
as well as plots and stores the resulting graph as a Portable Network Graphics
(PNG) file. The second sketch performs a Fast Fourier Transform (FFT) analysis
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(a) Real Data Plot (b) Random Data Plot (c) Real FFT

(d) Random FFT (e) Real GPD (f) Random GPD

Fig. 4. Signal processing experiments

on the saved samples to determine the fundamental frequency (Fig. 4c), which
corresponds to the pulse rate (beat/min). However, the FFT requires several
heart cycles to determine the correct rate. Finally, a second-order gradient func-
tion was used to approximate the pulse rate. Since the steepest point in the
circulatory cycle is the systolic point (heart contraction), the method applies a
gradient peak detection (GPD) algorithm to identify the systolic gradient peak.
Figure 4e displays the promising results obtained.

6 Discussion

EM-BRACE allows the remote monitoring of the health and environment of
the elderly, and is in line with recent remote health monitoring trends. The
performed tests allowed to perceive the potential of this solution, leading to a
successful future implementation.

The development of a full proof-of-concept prototype would allow real testing,
debugging and refinement. Also, a larger budget would permit choosing higher
quality components, e.g., providing longer bracelet battery autonomy, better
accuracy and more frequent readings or reducing dimensions. Smaller and lighter
components would improve the product design and daily comfort. Moreover,
the team would need to continue to pursue high-performance solutions for the
privacy and encryption of data.

Despite the difficulties encountered due to the COVID-19 outbreak, the team
managed to fulfil the initial objectives of the project. The members adapted to
the new requirements, but, unfortunately, it was impossible to make the proto-
type. Nevertheless, the control system was simulated, the mobile application was
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developed and tested, and mock data was stored in the IoT platform. To illus-
trate the actual dimensions and appearance, the cases of the two devices were
3D-printed (Fig. 5). Without a prototype, the functional tests and simulations
were carried out exclusively online, diminishing the relevance of the results.

(a) Casings (b) Usability

Fig. 5. Printed components

Future steps will focus on the assembly and test of the EM-BRACE proto-
type, leading to the refinement and, possibly, to the addition of new features.

7 Conclusion

This paper presented the development by an international team of EPS@ISEP
students of a solution for the remote monitoring of the health and environment
of the elderly. The initial objectives were accomplished, except for the full con-
struction and physical tests of the prototype, which were not performed due
to the suspension of face-to-face activities imposed by the COVID-19 pandemic
constraints. The team successfully designed the EM-BRACE solution (device,
control system, mobile/Web applications and packaging) due to its inner organ-
isation and the support of the teaching staff. The design meets all requirements
initially identified.
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Guedes, P., Ferreira, P.: Engineering education for sustainable development: the
European project semester approach. IEEE Trans. Educ. 63(2), 108–117 (2020)

https://www.apple.com/shop/buy-watch/apple-watch
https://www.apple.com/shop/buy-watch/apple-watch
https://www.casenio.eu/geschaeftsfelder/betreutes-wohnen/
https://www.casenio.eu/geschaeftsfelder/betreutes-wohnen/
https://www.chronolife.net/


584 J. Priebe et al.

5. Eurostat: People in the EU - statistics on household and family structures
(2020). https://ec.europa.eu/eurostat/statistics-explained/index.php/People in
the EU - statistics on household and family structures. Accessed September 2020

6. Fitbit: Fitbit Versa 2 Watch (2020). https://www.fitbit.com/us/products/smart
watches/versa. Accessed September 2020

7. Fitbit: Our most advanced tracker ever (2020). https://www.fitbit.com/be/
charge3. Accessed September 2020

8. Garmin Ltd.: Garmin vivosmart 4: Fitness Activity Tracker (2020). https://buy.
garmin.com/en-US/US/p/605739. Accessed September 2020

9. Gigaset: Gigaset smart care (2020). https://www.gigaset.com/de de/gigaset-
smart-care/. Accessed September 2020

10. Gociety: GoLiveClip (2020). https://www.goliveclip.eu/solutions/goliveclip/.
Accessed September 2020

11. Google: Firebase helps mobile and web app teams succeed (2020). https://firebase.
google.com/. Accessed September 2020

12. Huawei: HUAWEI Band 3 Pro (2020). https://consumer.huawei.com/en/
wearables/band3-pro/. Accessed September 2020

13. Hrisko, J.: Arduino heart rate monitor using MAX30102 and pulse
oximetry (2020). https://makersportal.com/blog/2019/6/24/arduino-heart-rate-
monitor-using-max30102-and-pulse-oximetry. Accessed September 2020

14. KaaIoT Technologies: What is the Internet of Things Platform (2020). http://
www.kaaproject.org/what-is-iot-platform. Accessed September 2020

15. National Society of Professional Engineers: Code of Ethics (2019). https://www.
nspe.org/resources/ethics/code-ethics. Accessed September 2020

16. Omron: HeartGuide Wearable (2020). https://omronhealthcare.com/products/
heartguide-wearable-blood-pressure-monitor-bp8000m/. Accessed September 2020

17. Panion: M-GUARD (2020). https://www.panion24.com/. Accessed September
2020

18. Qardio: Smart Wearable ECG EKG Monitor - QardioCore (2020). https://www.
getqardio.com/qardiocore-wearable-ecg-ekg-monitor-iphone. Accessed September
2020

19. O’Dea, S.: Smartphone users worldwide 2020 (2020). https://www.statista.com/
statistics/330695/number-of-smartphone-users-worldwide/. Accessed September
2020

20. Samsung: Samsung Galaxy Watch (2020). https://www.samsung.com/global/
galaxy/galaxy-watch/. Accessed September 2020

21. United Nations: World Population Prospects - Population Division (2019). https://
population.un.org/wpp/Download/Standard/Population/. Accessed September
2020

22. United Nations: About the Sustainable Development Goals – United Nations
Sustainable Development (2020). https://www.un.org/sustainabledevelopment/
sustainable-development-goals/. Accessed September 2020

23. Vitracom: Safe@home (2020). http://vitracom.de/en/assisted-living/safe-home.
html. Accessed September 2020

https://ec.europa.eu/eurostat/statistics-explained/index.php/People_in_the_EU_-_statistics_on_household_and_family_structures
https://ec.europa.eu/eurostat/statistics-explained/index.php/People_in_the_EU_-_statistics_on_household_and_family_structures
https://www.fitbit.com/us/products/smartwatches/versa
https://www.fitbit.com/us/products/smartwatches/versa
https://www.fitbit.com/be/charge3
https://www.fitbit.com/be/charge3
https://buy.garmin.com/en-US/US/p/605739
https://buy.garmin.com/en-US/US/p/605739
https://www.gigaset.com/de_de/gigaset-smart-care/
https://www.gigaset.com/de_de/gigaset-smart-care/
https://www.goliveclip.eu/solutions/goliveclip/
https://firebase.google.com/
https://firebase.google.com/
https://consumer.huawei.com/en/wearables/band3-pro/
https://consumer.huawei.com/en/wearables/band3-pro/
https://makersportal.com/blog/2019/6/24/arduino-heart-rate-monitor-using-max30102-and-pulse-oximetry
https://makersportal.com/blog/2019/6/24/arduino-heart-rate-monitor-using-max30102-and-pulse-oximetry
http://www.kaaproject.org/what-is-iot-platform
http://www.kaaproject.org/what-is-iot-platform
https://www.nspe.org/resources/ethics/code-ethics
https://www.nspe.org/resources/ethics/code-ethics
https://omronhealthcare.com/products/heartguide-wearable-blood-pressure-monitor-bp8000m/
https://omronhealthcare.com/products/heartguide-wearable-blood-pressure-monitor-bp8000m/
https://www.panion24.com/
https://www.getqardio.com/qardiocore-wearable-ecg-ekg-monitor-iphone
https://www.getqardio.com/qardiocore-wearable-ecg-ekg-monitor-iphone
https://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
https://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
https://www.samsung.com/global/galaxy/galaxy-watch/
https://www.samsung.com/global/galaxy/galaxy-watch/
https://population.un.org/wpp/Download/Standard/Population/
https://population.un.org/wpp/Download/Standard/Population/
https://www.un.org/sustainabledevelopment/sustainable-development-goals/
https://www.un.org/sustainabledevelopment/sustainable-development-goals/
http://vitracom.de/en/assisted-living/safe-home.html
http://vitracom.de/en/assisted-living/safe-home.html


Emotion Recognition in Children with Autism
Spectrum Disorder Using Convolutional Neural

Networks

Rodolfo Pávez1, Jaime Díaz1(B) , Jeferson Arango-López2 , Danay Ahumada3 ,
Carolina Méndez4, and Fernando Moreira5

1 Depto. Cs. de la Computación e Informática, Universidad de la Frontera, Temuco, Chile
jaimeignacio.diaz@ufrontera.cl

2 Depto. de Sistemas e Informática, Universidad de Caldas, Manizales, Colombia
3 Depto. Procesos Diagnósticos y Evaluación, Universidad Católica de Temuco, Temuco, Chile

4 Hospital Hernán Henriquez Aravena, Temuco, Chile
5 REMIT, IJP, Universidade Portucalense and IEETA, Universidade de Aveiro, Aveiro, Portugal

Abstract. Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder,
and it is defined as the persistent difficulty inmaturing the socialization process. By
applying different therapies, health professionals havemade advances that promise
to improve patients’ conditions. Taking advantage of technologies like Artificial
Intelligence (AI) techniques, improvements in therapies have been obtained. This
article proposes creating a smart mirror to recognize five basic emotions: Angry,
Fear, Sad, Happy, and neutral. The above is based on Convolutional Neural Net-
works (CNN), which can support therapies performed by health professionals to
children with ASD.

Keywords: Autism spectrum disorders · Emotion recognition ·
Human-computer interaction · Convolutional neural networks

1 Introduction

The continuous technological development has become fundamental support in different
medical areas. One particular area is therapies for peoplewithAutismSpectrumDisorder
(ASD), where facial emotion recognition interventions using technology are particularly
promising [1].

The recognition of facial emotions is a component of social cognition [2] and is
essential for effective communication and social interaction [3, 4]. In ASD people, who
have a neurodevelopmental disorder characterized by deficiencies in social communi-
cation and unusual restricted and repetitive behaviors [5], there is difficulty recognizing
others’ facial emotions, making social interaction difficult [6].

Helping their emotion recognition skills through intervention tools could signifi-
cantly improve children’s social interactions with ASD [7]. In this area, the recognition
of emotions through facial expressions has had an upward trend. Emotions could be
detected by inferring them from the differentmovements ofmuscles in the face. Research
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is carried out using technology to intervene in children with autism spectrum disorder
[8]. In this article, the development of an intelligent mirror for recognizing emotions,
based on Convolutional Neural Networks (CNN), is proposed. It would continuously
support the health professional, being a tool with various images that train emotions
to patients with ASD. Besides, unlike other tools such as using cards [6], The Smart
Mirror reduces the exposure to Covid-19 because it has less manipulation by the health
professional and the ASD user.

2 Background

2.1 Recognition of Emotions as Therapy for Children with ASD

The recognition of emotions plays a relevant role in a social environment. Children with
ASD have deficiencies in initiating and responding to social or emotional interaction
[5]. Consequently, professionals who work with children with ASD can use different
techniques to assist in the training for emotion recognition; Examples may include using
Microsoft-Kinect, webcams to capture emotions in a controlled environment, games on
mobile devices, expressive robots, among others.

2.2 Neural Networks

Deep Learning (DL) has emerged as a promising model for solving various problems,
such as natural language processing, speech recognition, and visual recognition [9].
This is due to increased research on convolutional neural networks, achieving promising
results in various tasks [9]. By definition, neural networks are a class of mathematical
algorithms inspired by the brain’s structure and natural functioning to classify informa-
tion andmake decisions. This approach works very well in the construction of prediction
models using computer vision [10]. Some examples of its use can be autonomous cars,
facial recognition, the classification of data in bioinformatics, or the recognition of facial
emotions.

2.3 Smart Healthcare

The concept of Smart healthcare is directly associated with the use of technologies in the
medical area, where different actors are involved. Generally, this concept is implemented
to support the prevention, diagnosis, monitor diseases, and possible treatments [11].
Consequently, the smart healthcare concept uses technological advances to transform
traditional methods into more efficient and personalized to improve the results obtained
[11].

In the therapies carried out by health professionals to children with ASD, different
activities are implemented so that children can imitate and recognize emotions. Profes-
sionals must show them the activity’s meaning to better perform therapy [11, 12]. An
alternative is the one we propose in this research, where a mirror is used to validate
and show in their face the meaning of the emotion they are trying to imitate. Because a
mirror is an essential element in people’s daily routines, it is unlikely that children find
it strange; therefore, they should feel comfortable developing activities.
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For this reason, and under the previously exposed context, we propose to develop
a smart mirror for the support of facial emotion recognition therapies for children with
ASD.We implemented a smart mirror according to the specifications presented in Fig. 1:
(a) a 3 mm bidirectional mirror, (b) a Raspberry Pi 4 Model B of 4G ©, a refurbished
LCD screen, and a (d) Raspberry Pi Camera Module v2.

Fig. 1. Physical components of the smart mirror proposal

Therefore, by joining the parts and pieces described above and together with the
software that we detail in this research, it was possible to obtain concrete results asso-
ciated with recognizing emotions based on computer vision. This proposal serves as an
automated input for a professional who works in therapies with children with ASD to
obtain real-time relevant information.

3 Related Works

The use of technological tools in a therapeutic context with children with ASD generally
turns out to be beneficial by increasing motivation, decreasing inappropriate behavior,
and increasing their attention, which can be translated -on some occasions- into better
learning compared to the traditional methods [13].

Therefore, when analyzing research related to recognizing facial emotions with the
use of technologies in children with ASD, the results show an upward trend in this
field research during the last ten years [8]. In turn, there is an increase in children’s
motivational levels in developing activities mediated by the use of technologies [14].
Similarly, according to a work that aimed to verify, analyze, and categorized research
results related to the use of technologies to train the recognition of facial emotions in
children with ASD, the most used technique was artificial intelligence, together with
information systems as a type of contribution [8].

This research shows some initiatives that address emotion recognition in children
with ASD using similar technologies (see Table 1). The first column of Table 1 gives
(i) the emotion recognition technique applied. The second column shows the associated
technologies used for recognition, andfinally,wepresent themainfindings of the selected
articles. This last one summarizes if the contribution was a “game” or a traditional
information system (IS).

It is important to note that none of the listed investigations have their source codes
available to be analyzed and thus compare or try to improve the results obtained at the
model level. After analyzing the recommendations and results from related works, it is
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possible to generate a prototype based on the idea of a “smart mirror” focused on the
recognition of facial emotions through a camera.

Table 1. Related research of emotion recognition in children with ASD using technology

Recognition technique Associated technologies Main findings

Artificial intelligence
(convolutional neural
networks)

Desktop computer (Game) Fan et al. proposes that
images used in the game should
be in a familiar context, such as
school, home, or park [15]

Artificial intelligence (personal
algorithm)

Mobile devices (Game) Harrold et al. mention
that children show a high level
of motivation while playing.
They had problems capturing
emotion under specific
scenarios related to lighting
[14]

Artificial intelligence (SVM
and Logistic Regression
Classifier)

Portable motion camera
(Google Glass) & Mobile
device

(IS) Voss et al., with his
real-time facial recognition
system, describes that children
respond better to auditory and
visual interactions [16]

Artificial intelligence (SVM) Desktop computer (IS) Chu et al. propose a form
of SVM-based facial emotion
recognition with transition
detection using a webcam [17]

Artificial Intelligence
(Machine Learning
Algorithms: Bayes Network,
Naïve Bayes, ANN, kNN,
Random Forest, Decision Tree,
SVM)

Neurofeedback (Emotiv
EPOC neuroheadset)

(IS) Fan et al. uses
electroencephalography (EGG)
together with machine learning
algorithms for the recognition
of emotions in children. They
conclude that using EGG it is
possible to interpret the brain
process associated with
emotional expressions [18]

Artificial Intelligence
(Machine Learning
Algorithms: Decision Trees,
Random Forest, SVM, K- NN
and AdaBoost)

(IS) Uluyagmur-Ozturk et al.
focus on classifying participants
based on their performances
during an emotion recognition
experiment [19]

Artificial intelligence (SVM) Multimedia (Videos,
Images)

(IS) Tamil et al. mention some
promising techniques for
capturing facial emotion,
improving accuracy to 87%
after classification [20]

(continued)
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Table 1. (continued)

Recognition technique Associated technologies Main findings

Artificial intelligence (SVM) Camera RGB-D (IS) Zhao et al. propose using
an RGB-D camera to correct
the head’s angle or posture for
improving the recognition of
facial emotion. The general
average of recognition was
91.6% [21]

Artificial Intelligence
(Machine Learning
Algorithms)

Portable motion camera
(Google Glass) & mobile
devices

(IS) Washington et al.
mentioned that children tend to
respond better to audio
comments after her facial
emotion recognition experiment
than to visual feedback [22]

Artificial Intelligence (DTW
Classification Algorithm)

Desktop computer (IS) Adams et al. concluded
that based on a video containing
facial expressions, the child
tried to imitate what he is
visualizing while that is
happening. With this activity,
the algorithm analyzes and
compares both tables, providing
feedback on the result [23]

This approach meets the specification as intuitive, customizable, and offers visual
stimuli when capturing a facial emotion. The recognition of emotion is achieved using
convolutional neural networks (CNN) and an information system that is a crucial piece
to generate an interaction between the child and the mirror.

4 Methods and Experiments

The next section describes the training dataset and then the proposed technology
architecture.

4.1 Dataset and Features

In computer vision (CV), imagedatabases are fundamental support to validate or innovate
new techniques for the automatic detection of facial emotions. Along these lines, there
are various associated image databases such as Extended Cohn-Kanade Dataset (CK
+) [24], FER2013 [25],AffectNet, Japanese Female Facial Expressions (JAFFE), among
others.

As a data set for the generation and subsequent comparison of the models, FER2013
[25] and a CK + [24] were selected. The previous, since both options are publicly
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accessible, thus facilitating access to each of the resources. FER2013 contains more than
35,000 images distributed among seven categories associated with facial expressions,
while the second includes a total of 593 images, distributed among eight categories. The
categories are created based on the facial emotion shown in the image, being labeled
in one of the following base emotions: happiness, neutrality, sadness, anger, surprise,
disgust, fear. In the case of CK+, it contains an extra category associated with contempt.

In previous studies, children on the autism spectrum have been shown tomore readily
understand the link between the following four raw emotions: fear, anger, happiness, and
sadness [26]. Therefore, based on this information, it was decided to construct a model
that can respond to these four emotions. This includes neutrality to recognize transitions
between emotions and to be used for cases where instructions could be received in
therapy.

The data set was divided into three categories, as shown in Table 2, where 80% of
the total images are left available for a training process, 10% for validation, and 10%
for evaluation.

Table 2. Summary of images used.

FER-2013 CK +
Training 25071 442

Validation 3.133 56

Evaluation 3.134 57

Total of images 31.338 555

Fig. 2. Example images of FER 2013 according to categories

These images were categorized into one of the five emotions described above (See
Fig. 2). It is essential to highlight that images provided by FER2013 are found in gray
scales and with a dimension of 48 × 48 pixels, while those of CK + are mostly found
in gray scales and with a dimension of 640 × 480 pixels.

4.2 Architecture

It was decided to evaluate 2 of the classic convolutional neural network (CNN) archi-
tectures: VGG 16 and ResNet50. VGGNet was invented by the Visual Geometry Group
of the University of Oxford, positioning itself as the first finalist of ImageNet’s Large
Scale Visual Recognition Challenge in 2014 on the classification area (ILSVRC-14)
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[27]. On the other hand, Deep residual networks, better known as ResNet, are among
the most recent architectures and one of the most used neural networks for image recog-
nition. ResNet won the ImageNet Large Scale Visual Recognition Challenge in 2015
(ILSVRC-15) [28].

Regardless of the architectures or dataset used, the evaluation dataset was considered
to inform the model’s precision for each of the tests performed. Each model was trained
from zero to 100 epochs on a Google Colab instance. It was necessary to use similar
methods when training the models to compare the results.

It is worth mentioning that the FER2013 source is based on a CSV, so it is necessary
to reconstruct them as an image with the default dimensions (48 × 48 px). The training
proceeds when the images from both datasets are obtained digitally (FER2013 and CK
+).

For both cases, when generating the model, a resize is defined in the images of
200 × 200 pixels. Stochastic Gradient Descent is an optimization algorithm that is
usually used on large data sets. By definition, the examples to be considered are drawn
randomly from the sample and processes during the experiment [29]. For this reason, it
was decided to use Stochastic Gradient Descent (SGD) with momentum at a learning
rate of 0.01. Different optimizers were tested, including Adam, where SGD seemed to
perform slightly better.

Under the same scheme, two additional activation layers of the RELU type were
added with a dropout value of 0.5. Besides, to train the model with a more significant
number of images and that the result obtained could be prepared to evaluate small
variations at the entrance, the models were trained by increasing the data, mainly based
on flipping the images horizontally specific configuration parameters.

Due to the difference in the number of images, it takes approximately 2 to 4 h to
train the model using the FER2013 dataset and about 10 min using the CK + dataset.

Fig. 3. Process for obtaining the associated emotion overview.

Some of the investigations included in the systematic mapping of the use of tech-
nologies in children with ASD [8] that used a camera to capture emotions mention that
one of the problems detected to capture the child’s emotion correctly was the position of
the camera. In the case of the innovation project presented in this research, it is expected
that the child is always positioned facing the mirror seeing its reflection. Consequently,
the camera was placed on top of it to capture its image in real-time completely.

The proposed solution included a personalized welcome message for the child,
reflected in the mirror, to obtain the child’s attention. Subsequently, the health pro-
fessional selected the emotion to work on in the session from the available options:
Angry, Fear, Happy, Sad, and neutral. Once an emotion was selected, a set of associ-
ated images was displayed to recognize the emotion projected by the mirror and later
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manage to imitate it to perfection. If this was not achieved, the mirror gave the pos-
sibility of moving to the next emotion or generating a pause (leaving this as a regular
mirror), which gave the professional the opportunity of working with the face’s image,
reinforcing weak aspects. The smart mirror acts as a support in therapy, capturing and
evaluating the child’s emotion reflected in the mirror, generating emotional recognition
and expression training. Then, once the child’s image was captured, only her facial area
was extracted using the object detection method proposed by Viola-Jones [30]. Addi-
tionally, once the child’s facial image was obtained, it entered the classifier to decide
what type of emotion matches. This process is displayed step by step in Fig. 3.

As it was a real-time capture activity, the time it may take for the device to classify an
image must be considered. For the case of raspberry PI 4 used in this study, the average
classification time was 0.05 s. Once the match between the selected emotion and the
child’s emotion was obtained, a hand-clapping appears, representing favorable results.
Otherwise, a message is displayed, encouraging them to try again. It is important to note
that this coincidence must remain for at least 2 s before showing the respective feedback.

5 Results

Finally, due to the results obtained from the trained model, considering the data cor-
responding to evaluation, it was decided to use the ResNet50 architecture as a CK +
dataset for the generation of the model included in the Raspberry Pi 4.

Table 3. Final results using the evaluation data

Heading level FER-2013 CK +
ResNet50 72.3% 89.9%

VGG16 70.9% 93.3%

Fig. 4. Example of the confusion matrix using VGG16 with FER 2013 (left) and CK + (right).

In Table 3, we summarize the differences in the results. The differences appear not
only due to the architecture but also due to the dataset used. In some cases, a difference
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exciding 22% between different datasets but the same architecture. On the other hand,
for both architectures, a maximum precision value was achieved when the training was
close to 40 epochs. For example, the precision for the case of theVGG16 architecture and
the FER2013 dataset tends to have very similar values between training and validation
close to epoch number 40.

We used a confusion matrix to know the algorithm’s performance in supervised
learning (see Fig. 4). These results allowed us to compare the values obtained in each
category using the evaluation data.

6 Conclusions

In this article, we presented a technological prototype of smart healthcare that uses
artificial intelligence. This approach supports the therapies of children with ASD in
emotion recognition.

We propose a smart mirror to achieve the necessary interaction between the child and
the recognition software, together with an information system in charge of recording the
results obtained in each of the therapies to measure children’s progress in recognizing
emotions over time.

The preceding is supported by the evolution and trend that the use of technologies
in children with ASD has had in recent years, due to the growing knowledge in artificial
intelligence and the development of new or improved electronic devices. Consequently,
it is essential to highlight the upward trend in research associated with human-computer
interaction and the conclusions obtained by different authors about recognizing emotions
in children with ASD, which were applied in the proposed prototype. A limitation that
other authors declared about light and shadow when using a camera was reflected in the
tests carried out with the prototype exposed here. It is suggested that it be used in an
environment with good light.

Regarding the results in the generation of the model that is in charge of classifying
the emotion delivered by the image, the different tests carried out to achieve the highest
level of accuracy among some of the most used architectures when working with images
reached 93.3% using the CK + dataset and the VGG16 architecture.

Advances in technology and new techniques are expected to help continue advancing
research overtime on this topic. Future steps involve carrying out a validation of the
proposed prototype by experts in autism spectrum disorder, evaluating the perceived
usefulness, perceived ease of use, and intention to use it. Besides, we expect to test the
smart mirror on children with ASD. Finally, we plan to integrate narratives in the mirror
that allows the generation of spontaneous emotions in children, complementing images’
imitations.

Funding. This work was supported by the FCT – Fundação para a Ciência e a Tecnologia, I.P.
[Project UIDB/05105/2020].
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